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Abstract

On the 26th of October 2006, the two spacecraft of the STEREO mission were suc-
cessfully launched onboard a Delta II rocket. STEREO (Solar-Terrestrial Relation
Observatory) is the third of five NASA Solar Terrestrial Probes (STP) missions of
the international Sun-Earth connections program. STEREO will study coronal mass
ejections (CME) and further the 3D understanding of the inner heliosphere. The
PLASTIC (Plasma and Suprathermal Ion Composition) instrument measures in situ
the velocity distribution, mass and charge states of solar wind ions and suprathermal
ions distributions. PLASTIC consists of a top-hat energy per charge analyzer, a time-
of-flight (TOF) section, and an electronic box supplying the voltages for the deflection
electrodes and the particle detectors and for signal processing. With PLASTIC three
functions are realized in one instrument: (1) the determination of the mass and charge
state distribution of suprathermal ions in a in-ecliptic range up to 360◦, (2) energy,
mass and charge states measurements of solar wind heavy ions (Z > 2) in a field
of view of 45◦ in-ecliptic centered on solar wind direction and ±20◦ out-of-ecliptic
and (3) measurements of the distribution functions of solar wind protons and alpha
particles in the same field of view. To accomplish this, the PLASTIC entrance sys-
tem/energy analyzer (ESEA) consists of three apertures with different geometric fac-
tors: the Wide-Angle Partition (WAP), the Solar Wind Sector (SWS) main channel
and the SWS S-channel with a smaller geometric factor. The ion selection is realized
with a complex system of electrostatic deflection electrodes. The main part of the
work reported in this dissertation covers the ion optical calibration of the PLASTIC
sensor. Since there are two spacecraft, two flight models and a flight spare had to be
fully characterized for instrument response. Necessary for the understanding of in-
flight instrument response, all ion measurement functions and ion optical parameters
were determined prior to launch. To enhance the characterization a newly developed
floatable detector was used to test the influence of a post-acceleration voltage path
after the ESEA. These parameters were then compared with the integrated system
(entrance system/energy analyzer, TOF and electronic box). To prepare for the data
reduction phase, I evaluated measurements from SOHO/CELIAS/MTOF. Studying
the nickel/iron ratio in the solar wind, it can be concluded that nickel undergoes
the same enrichment processes as other elements with low first ionization potential.
With the recent launch of STEREO and PLASTIC commissioning, I present the first
preliminary results of in-flight data.
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Chapter 1

Introduction

1.1 Solar physics

In this section a brief overview over solar physics is presented. For a deeper look at this topic I refer to
the introductory book by M. Stix on the sun, [57] and to the book Introduction to Space Physics, edited
by M.G. Kivelson and C.T. Russell, [40].

1.1.1 The Sun

Compared to other stars, the sun is a quite ordinary star, only about 5 · 109 years old. But nevertheless
the sun with its mass M� of about 2 · 1030 kg is important for us. Additionally, it is the most accessible
for studies. Its radius is r� = 696000 km and thus the mean density is 1.4 · 103 kg/m3 (compared to
5.5 · 103kg/m3 for the earth). The mean distance sun earth (1 astronomical unit, AU) is 1.5 · 108 km or
215 solar radii.
The sun is a massive ball of gas held together and compressed by its own gravitational attraction. The
solar composition consists mainly of hydrogen (90 % of all atoms) and helium (10 %), other elements like
carbon, nitrogen and oxygen compose only about 0.1 % of the solar mass and their abundance ratios are
very roughly the same as on the earth. Our current knowledge of the composition of the sun and of the
solar system bases on remote sensing measurements of the photosphere (see [4]), in situ measurements of
the solar wind (various references, e.g. see [8]) and meteorite measurements (see [42]).
The sun consists of three layers below the atmosphere, the core (about 0.25 ·r�), the radiative zone (above
the core to 0.75 · r�) and the convection zone. The sun’s atmosphere consists of three layers, too. The
lowest is the photosphere which emits most of the solar light. The chromosphere is above the photosphere
and on top of it lies the corona, extending out into the heliosphere (beyond the earth’s orbit). For more
details, see [57].
Observations show that the convective zone rotation depends on the latitudinal position, the equator
rotates with a period of 26 days, whereas regions near the poles take 37 days to rotate. Contrary the
core seems to rotate rigidly. Due to the different rotation periods, the convection zone changes its shape.
Additionally, large temperature gradients cause convective instabilities, which result in the granulation
covering the solar surface at the photosphere.
In the last decades the picture of the sun got several new facets. The influence of the solar magnetic field

was investigated. Considering the number of sun spots, darker regions on the solar surface, a 11-years
cycle can be found. Coinciding with this cycle is also the activity of the sun. This indicates a close relation
between the number of sun spots and the solar activity, namely coronal mass ejections. Often the sun
spots occur in pairs, a bipolar configuration with opposite magnetic fields. The magnetic orientation in
these bipolar groups remains the same on each hemisphere. This magnetic orientation reverses from one
solar cycle to the next. So in fact, considering the global solar magnetic field, the solar cycle would rather
last 22 years.
On the surface of the sun a lot of structures can be distinguished, see Figure 1.1, a first picture of the
STEREO/SECCHI imager instrument. There one sees coronal loops where plasma flows along magnetic
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Figure 1.1: A close up of loops in a magnetic active region. These loops, observed by STEREO’s SECCHI/EUVI
telescope, are at a million degrees K. This powerful active region, AR903, observed here on Dec. 4, 2006, produced
a series of intense flares, particle storms, and coronal mass ejections over the next few days.

field lines, dark filament regions, prominences, which actually belong to the chromosphere. They are colder
than the surrounding corona and much denser. When they become unstable they can erupt revealing
their true geometry as flux tubes with their bases in the chromosphere. Solar flares occur when flux tubes
rise and their magnetic field lines reconnect below them. The reconnection releases a large amount of
energy which accelerates the eruption. Large temporal disturbances of the corona are called Coronal Mass
Ejections, see below.

1.1.2 Solar wind

The solar wind is a constant flow of ionized solar plasma resulting from the huge difference in gas pressure
between the solar corona and the interstellar space. This pressure differences drives the plasma outwards
despite the restraining influence of solar gravity. The idea of a solar wind occurred early in the 20th
century when Chapman proposed a singly ionized particle beam from the sun. Later it was stated that
the solar wind must be neutral, a plasma stream with the same amount of positively and negatively
charged particles (see [10]). In the 1950s the existence of a solar wind was presumed on the basis of
the evidence that small variations in the earth’s magnetic field were produced by observed solar activity
and also from theoretical models for the equilibrium state of the solar corona. In the mid 1960s it was
first observed directly by space probes. The solar wind is significantly influenced by solar activity and
transmits it to planets, comets, dust particles and cosmic rays, which are immersed in the solar wind.
The influence on comets was pointed out by Biermann in 1951 [5].
The most extensive and detailed observations of the solar wind were made from spacecraft near the orbit
of the earth. The solar wind is a hot and tenuous plasma gas, consisting mostly of ionized hydrogen (or
of protons and electrons in nearly the same number), 96 %, and a small admixture of ionized helium, 3.9
% and still fewer ions of heavier elements. The density of ambient solar wind with a nearly radial flow
speed of 440 km/s is about 6.6 cm−3 at one astronomical unit, resulting in a flux density of approximately
3.0·108 cm−2 · s−1. Embedded in this plasma is a weak magnetic field (7·10−9 Tesla) oriented in a direction
nearly parallel to the ecliptic plane (the plane of the earth’s orbit around the sun) and approximately 45◦

to a line from the sun to the observer at 1 AU.
From the mentioned pressure difference between the solar corona an the interplanetary space it follows

with mass and momentum conservation for a model solar wind speed regarding the restraining gravitational
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4kT , M� is the solar mass, T the coronal temperature and m the sum of proton and electron

mass, see [51] and [33]. Assuming a coronal temperature of 1 · 106 K the solar wind speed reaches 480
km/s at 1 AU. Magnetic field lines are frozen in the plasma flowing out. These field lines and the radial
stream define a flux tube reaching out in the interplanetary space.
The sun rotates about an axis nearly perpendicular to the ecliptic plane, with a rotation rate varying with
location and with latitude on a heliographic coordinate system. Successive parcels of plasma fluid move
outwards from a fixed solar source at the base of such a flux tube. The source moves beneath it due to
the solar rotation. So the actual trace of fluid parcels emitted from that source takes the shape of a spiral.
Magnetic field lines frozen into the expanding plasma and their fixed source at the base of the corona are
drawn into the same spiral configuration, see Figure 1.2.
The solar wind is a continuous flow from the sun and has to merge with an interstellar background that
has a pressure of ∼ 10−13 Pa. Since the solar wind is supersonic1 the influence of the (slower) interstellar
matter cannot be felt within the supersonic region of the solar wind. In many supersonic flows it occurs
the formation of a shock wave which abruptly slows the solar wind to a subsonic speed. After this shock
the solar wind matter can gradually adjust to dynamic and pressure equilibrium. The spacecraft Voyager
I passed on 16 December 2004 this Termination Shock which lies at about 100 AU, see [18].
The solar wind originating from the coronal holes, where open magnetic field lines propagate into the
heliosphere, is faster than the ambient solar wind (∼ 440 km/s), usually above 600 km/s. The slow solar
wind emerges from equatorial regions. The fast solar wind is usually very steady, the slow solar wind
shows velocity variations and the origin is less well known than for the fast solar wind.

1.1.3 The Heliosphere

The heliosphere is the region where the sun and the solar wind dominates. Its size is still not known,
but as mentioned above, the Termination Shock lies at about 100 AU. The Termination Shock is the
boundary of the heliosphere, at which the solar wind is abruptly slowed down to 20 km/s. The sun and
the heliosphere move with about 23 km/s in the interstellar space.

1The solar wind speed is larger than the speed of sound cs =
p

γp/ρ, where γ is the ratio of the specific heat at constant
pressure to the specific heat at constant volume, p the pressure and ρ the density. The speed of sound is the velocity at which
information can be transmitted.
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Figure 1.3: The first coronal mass ejection (CME) observed by STEREO. This image was taken on Dec. 9, 2006
with STEREO’s SECCHI/Cor2 coronagraph. The white circle shows the location of the solar disk. The mass ejection
can be seen on the right hand side of the image as outward directed streak ending in a faint ring.

1.1.4 Coronal Mass Ejections

A coronal mass ejections (CME) is an ejection of material from the corona. CMEs have a propagation
speed between less than 100 km/s and up to 2000 km/s. Ejection masses are typically in the range of
1012 to 1013 kg. Near solar minimum activity they occur at a rate of ∼ 0.2 events per day, near solar
activity maximum the rate is ∼ 3.5 events per day over the whole sun. Since not all CMEs can be
detected by the coronagraphs, the rate might even be higher. CMEs often originate from prominences
which explosively erupt from the chromosphere when the enclosing magnetic field lines reconnect. They
represent the opening up to interplanetary space of previously closed coronal magnetic field lines.
In [26] a overview over CMEs is presented. And in [12] a theoretical view on CMEs is given. Still CMEs

are not yet well understood. That’s where the STEREO mission with its 3D look on the sun, can bring
new insight.

1.1.5 The FIP-effect

Comparing the distribution of chemical elements in the solar wind with the distribution in the photosphere,
a notable deviation was found. Elements with a first ionization potential (FIP)2 below 10 eV are enriched,
relative to the elements with a higher FIP, compared to their photospheric abundance ratio, see Figure
1.4. Additionally, in situ measurements of the solar wind indicate that the low-FIP elements are enriched
relative to hydrogen, too. The first observation of the relative enhancement of the low-FIP elements
was made in the solar energetic particles (see review article by Meyer [46]). Later several observations
supported the FIP-effect. Latest measurements are presented in Chapter 8 for nickel as a low-FIP element.
The differentiation of the elements should take place in the chromosphere, since major chemical elements
occur as neutrals in the photosphere, while those with lower FIP are partially ionized (see [19]). Between
the photosphere, where the elements are mostly neutral, and the corona, where there is a fully ionized
plasma, several recombination and ionization processes can occur. Many models were developed describing
or explaining the fractionation processes in the chromosphere, see review article by P. Bochsler [8].

2First ionization potential: The amount of energy needed to remove completely the first electron from a neutral atom.
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Figure 1.4: Figure from [8]. Interstream solar wind abundances normalized with oxygen relative to photospheric
abundances as given by [28]. The elements with a first ionization potential below 10 eV are enriched in the solar
wind relative to those with a higher FIP.
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1.2 The STEREO Mission

1.2.1 Overview

The Solar-TErrestrial RElation Observatory is the third of five NASA Solar Terrestrial Probe (STP)
missions of the international Sun-Earth connections program. The STEREO mission will offer a new
perspective on solar eruptions by imaging coronal mass ejections (CME) and background events simulta-
neously from two nearly identical observatories on heliocentric orbits at 1 AU. The two STEREO spacecraft
will continuously drift away from the Earth by ∼ 22◦/year, one ahead of the Earth (STEREO A), one
behind (STEREO B). The primary scientific objective of the mission is to advance our understanding of
the three-dimensional structure of the solar corona and of origin and the consequences of CMEs. The
other scientific goals of the STEREO mission are:

• Characterization of CMEs through the heliosphere

• Discovering the mechanisms and sites of energetic particle acceleration in the low corona and the
interplanetary medium

• Developing a 3-D-time-dependant model of the magnetic topology, temperature, density and velocity
structure of ambient solar wind

1.2.2 Instruments on STEREO

There are four instrument packages on STEREO: SECCHI, IMPACT, S/WAVES and PLASTIC. Following
they are summarized.

SECCHI (Sun-Earth Connection Coronal and Heliospheric Investigation)

Suite of remote-sensing instruments consisting of an extreme ultraviolet imager, two white-light corona-
graphs, and a heliospheric imager. These instruments will study the 3-D evolution of CMEs from their
origin at the Sun’s surface through the corona and interplanetary medium to their eventual impact at
Earth and beyond.

IMPACT (In situ Measurements of PArticles and CME Transients)

IMPACT provides measurements of solar wind electrons, interplanetary magnetic fields and solar energetic
particles. It consists of seven instruments: a solar wind electron analyzer, a magnetometer and an array
of particle detectors measuring the energetic ions and electrons accelerated in CME shocks and in solar
flares.

S/WAVES (STEREO/WAVES)

S/WAVES is an interplanetary radio burst tracker which will trace the generation and evolution of traveling
plasma disturbances from the Sun to Earths orbit. As a radio and plasma wave receiver, S/WAVES is
both a remote-sensing and an in situ instrument.

PLASTIC (PLAsma and SupraThermal Ion Composition Instrument)

PLASTIC is described in the following section.
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1.3 PLASTIC

The PLasma and SupraThermal Ion Composition (PLASTIC) sensor will measure in situ kinetic properties
and charge states of solar wind ions and suprathermal ions in an energy range between 0.2 keV/e and 86
keV/e. It is a primary instrument on STEREO to investigate physical processes low in the corona and in
the inner heliosphere.

1.3.1 Scientific objectives

The primary scientific goal of the STEREO mission is to study the origin, evolution and propagation
of CMEs through the heliosphere. The contribution of CMEs to the heliospheric mass flux is modest.
Nevertheless CMEs play an important role in heliospheric structure and processes.
Because for most of the particle populations ion acceleration takes place in low-density regions where
interactions are rare, not enough photons are produced to allow measurements. To get information on
the properties of energetic ion populations, they have to be studied in situ. Their element or charge
state abundances often provide a unique signature of their own origin or reveal plasma properties (e.g.,
bulk velocity, kinetic temperature), which are not accessible otherwise. The elemental and charge state
composition of minor ions in CME-related solar wind provides important signatures related to the coronal
conditions at the solar wind acceleration site. The possibility to study in situ the individual charge states
provides a diagnostic tool for the plasma parameters in the source region. These measurements give us in
addition accurate information about ambient solar wind and energetic particles ahead of CMEs as well as
plasma, magnetic field and energetic particles characteristics of interplanetary disturbances as they pass
the spacecraft.
Information on the acceleration site can be deduced from elemental and charge state composition measured
in situ.
To get all the relevant information we need to expand our knowledge of CMEs and acceleration processes
we have to know the state of ambient solar wind before, during and after these disturbances.

1.3.2 Instrument overview

The PLASTIC instrument consists of three main components (see Figure 1.5):

• Entrance System/Energy Analyzer (ESEA)
The ESEA consists of three different apertures, main channel (MC), S-channel (SC) and Wide-Angle
Partition (WAP). They are followed by an electrostatic energy analyzer (ESA) which is the same
for all apertures. In the entrance system the distinction of the different solar wind particles occurs
(S-channel for protons and alpha particles, main channel for heavy, less abundant particles). This
separation is realized with a collection of electrodes (SCO-L, SCO-U, SCI-L and SCI-U), that deflect
the incident ions towards the ESA, whereas negative voltage is applied to SCO-L and SCI-U, the
other two S-channel electrodes are grounded. See Figure 1.7 and Table 1.1 for an overview over the
electrodes of the ESEA.

• Time of Flight section (TOF)
The TOF is the part below the ESEA where the particles exiting the ESA first are accelerated
towards a carbon foil producing secondary electrons when they pass the carbon foil. The ESEA is
mounted on the structure which holds the carbon foils. At the bottom of the TOF section there
is the detector board on which the particle detectors (micro-channel plates (MCP) and solid-state
detectors (SSD)) are placed.

• Electronic Box
The Electronic Box contains the operation and command electronics of the instrument. The power
supplies provide the requested voltage to the instrument components (ESEA deflection electrode bias,
post-acceleration (PAC) bias, and the voltage for all detector systems, e.g., MCP). Additionally, the
electronic box contains all the commanding sub-systems and the electronics for data transfers to
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and from the the processing units. A logic board performs the analog-to-digital conversion of the
measured signals and ensures the data communication between the sub-systems and the classifier
board. The classifier board processes the data further. The data is then communicated to and from
the instrument data procession unit (IDPU), which is outside PLASTIC and is shared with the
STEREO/IMPACT instruments.

Figure 1.5: The PLASTIC sensor with Entrance System/Energy Analyzer (ESEA) and the Time of Flight section
(TOF). The electronic box is below the TOF. See text for details.

Entrance system/energy analyzer (ESEA)

The ESEA has three different apertures:

Solar Wind Sector S-channel (SC) With the S-channel the distribution functions of solar wind pro-
tons and alpha particles are measured, providing density, velocity, kinetic temperature and its
anisotropy. The geometric factor of the S-channel is small to prevent the detectors to saturate.

Solar Wind Sector main channel (MC) With the main channel the elemental composition, charge
state distribution, kinetic temperature and velocity of some less abundant major solar wind ions
(e.g., C, N, O, Ne, Mg, Si and Fe) are measured.

Wide Angle Partition (WAP) With the WAP the distribution functions of suprathermal ions and
solar energetic particles from H through Fe are measured. The comparatively large geometric factor
allows the study of relatively rare particles.

The measurement of the ion populations mentioned above represent a dynamic range of the order of ∼ 1010

(solar wind protons to suprathermal particles, see [45]). The solar wind composition is dominated by
protons (∼ 96%) and helium (∼ 3.9%). The most abundant of the heavy ions (Z > 2) is oxygen. The
ratio between hydrogen and oxygen is [O/H] ∼ 1/2000, [63]. To prevent the detectors of fast aging the
flux of hydrogen and helium on to the detectors must be reduced. This is achieved with two apertures
with different geometric factors (S-channel for H and He with a smaller geometric factor, main channel for
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heavy elements with a larger geometric factor). All particles in the solar wind flow at the same bulk speed
(with differences less than the Alfvén speed, see [61]) so the particles with different m/q can be identified
by their different E/q ratios, since E/q = m/q · v2

2 . This selection takes place in the electrostatic analyzer
(ESA) of PLASTIC. In most solar wind conditions the most abundant solar wind elements have different
m/q than the less abundant ones (e.g. m/q = 1 for H+ and m/q=2.67 for O6+).
The real advantage of PLASTIC with its three different apertures and hence its large dynamic range is that
it will be possible to measure the abundant particles (protons and alpha particles with 99.9 % abundance
in the solar wind) and the heavy elements with the same detector. This is not the case in older missions
(cf. SOHO/CELIAS [32], ACE/SWICS [22], ULYSSES/SWICS [23]). From other mission it is known
that the detection efficiency changes during operation. Because in PLASTIC all solar wind particles are
counted with the same set of detectors the detection efficiency degradation will be comparable for all
particles counted with the Solar Wind Section (SWS) or can more easily compensated. So the elemental
abundance ratios in the solar wind can be quoted related to hydrogen instead of oxygen or silicon.

Figure 1.6: Isometric view of the entrance system/energy analyzer of PLASTIC. On the right hand side is the solar
wind section (SWS) with the two apertures S-channel (above) and main channel. Drawing J. Fischer.
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Figure 1.7: PLASTIC ESEA electrodes. The abbreviations are explained in Table 1.1.

SAD : S-channel Aperture Diaphragm
SA-L : S-channel Aperture Lower duckbill electrode
SA-U : S-channel Aperture Upper duckbill electrode
SCI-U : S-Channel Inner Upper electrode
SCI-L : S-Channel Inner Lower electrode
SCO-U : S-Channel Outer Upper electrode
SCO-L : S-Channel Outer Lower electrode
MA-L : Main channel Aperture Lower duckbill electrode
MA-U : Main channel Aperture Upper duckbill electrode
MG-L : Main channel Gate Lower electrode
MG-U : Main channel Gate Upper electrode
MC : Main Channel electrode
ESA-TC : ElectroStatic Analyzer Top-Cap electrode
ESA-I : ElectroStatic Analyzer Inner electrode
ESA-O : ElectroStatic Analyzer Outer electrode
WA-L : Wide Angle partition Lower electrode
WA-U : Wide Angle partition Upper electrode

Table 1.1: PLASTIC ESEA electrodes
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1.3.3 Functional design

In Figure 1.10 the measurement principle of PLASTIC is schematically shown. The entrance system/energy
analyzer (ESEA) is on top of the figure. Below there is the post-acceleration region and the Time-of-Flight
(TOF) section. At the bottom there are the particle detectors (Microchannel plates (MCP) and solid state
detectors (SSD)). The ion trajectories are drawn in red, the start and stop electron trajectories in blue.
Measured values and parameters are in green. A solar wind ion is fully characterized by its velocity, mass
and charge. The scientific goals of PLASTIC require the separation of the dominant solar wind particles
in v, m and q. This can be achieved with three measurements:

(1) Energy per charge The PLASTIC ESA steps through the E/q range between 0.2 and 86 keV/e in
132 logarithmic steps (∆VESA ≈ 0.05 · VESA) The ESA has a fine E/q resolution ∆E/q

E/q ≈ 6%. This
E/q selection is the first measurement.

(2) Time of flight The ions with E/q are accelerated by the post-acceleration voltage Vacc after the
ESA. Their energy before entering the carbon foil is Eacc = q(E/q + Vacc). When passing through
the carbon foil they loose part of their energy and leave the carbon foil with Eres. Secondary electrons
are produced on both sides of the carbon foil by the passing ions. The secondary electrons emitted
on the exit side of the carbon foil are deflected and pulled towards the MCP at the bottom of the
TOF section. They give the start signal of the time of flight measurement. When the ions hit the
SSD at the end of the TOF section they produce secondary electrons, which trigger the stop signal.
The length of the flight path is known and together with the time of flight τ of the ion the velocity
can be calculated which is the second measurement.

(3) Residual energy The SSD at the end of the TOF section measures the residual energy of the ions.
This gives the third measurement.

For each ion PLASTIC performs three measurements, E/q, v and E which allows to determine v, m and
q. The energy measurement is influenced by two processes: (1) The energy loss Eloss = Eacc − Eres is
statistically distributed and (2) the SSD measures only part of the energy Eres. From SSD calibration
measurements the relation between measured energy ESSD and Eres is known: ESSD = αSSD(E,m)E
With the measured parameters (E/q = kESA · VESA, v and ESSD) the mass m and mass per charge m/q
of each ion can be determined:

m =
2ESSD

αSSD(E,m)

(τ

d

)2
(1.2)

m/q = 2(kESAVESA + Vacc − Eloss/q)
(τ

d

)2
(1.3)

with kESA Analyzer constant of the electrostatic energy analyzer (ESA) and VESA voltage of the energy
analyzer (see Chapter 3), Vacc the acceleration voltage after the exit slit of the entrance system, d distance
carbon foil SSD detector and τ time of flight.
Solar wind particles enter PLASTIC through the Solar Wind Sector (SWS), see Figure 1.8. All three
measurements are performed for these particles. The 45◦ SWS is centered on the Sun spacecraft line. All
other sections, which are part of the WAP, are for suprathermal particles. Suprathermal particles entering
the WAP in the two neighboring 12◦ sectors of the SWS and in one eight of the whole instrument are
characterized like solar wind particles, E/q, v and ESSD. In the other half of the sensor (the non-SSD
sector of WAP) only E/q and v of the particles are measured giving m/q of the suprathermal ions. One
eighth of the WAP is blocked since particles cannot enter the ESA there due to spacecraft structures.
The PLASTIC instrument scans the energy per charge from 0.2 to 86.5 keV/e for the main channel and

the WAP and up to 12 keV/e for the S-Channel allowing to measure alpha particles up to 1100 km/s and
protons up to 1500 km/s. This allows to measure even high speed CMEs without saturating the SSD and
MCP detectors of the TOF section.
In addition to the parameters named above, v, E, m and q, for particles entering the Solar Wind Sector
(SWS) also the out-of-ecliptic (elevation) and in-ecliptic (azimuthal) angles can be determined using either
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Figure 1.8: Schematic top view of PLASTIC. The used coordinate system is oriented as follows: x-axis towards the
sun, z-axis in earth orbit direction and y-axis parallel to the ecliptic north. x- and z-axis lie in the ecliptic plane.
Trajectories (red lines) that enter the ESEA parallel, are focused on the same focus point. The azimuthal angle is
anticlockwise in the x-z-plane, the y-axis is its turning axis. Ions entering PLASTIC through the Solar Wind Sector
(SWS), are focused on the SSD side of the detector plane, allowing a triple coincidence measurement (Start signal,
stop signal and energy measurement).

the deflection plates (Duck Bills, DB) at the entrance of SC and MC (deflection plate voltage, out-of-
ecliptic angle) or the position where the particle hits the detector (position measurement, in-ecliptic angle).
During operation the deflection voltages are scanned so that the DB deflect particles entering from an
out-of-ecliptic angle between -20 and +20 degree, accepting either 2 degree (main channel) or 0.2 degree
(S-channel) for each of the 32 sweeping steps. Thus, we measure the full three-dimensional distribution
of solar wind particles. All these measurements request that PLASTIC fulfills certain requirements which
are summarized in Table 1.2.

Solar Wind Sector Wide Angle
S-Channel Main Channel Partition

Measured Species H, He He - Fe H - Fe
Energy Range 0.2 - 15 0.2 - 100 0.2 - 100
[keV/e]
∆E/E 0.06 0.06 0.13
Geometrical Factor
per 22.5◦ sector 3 · 10−6 2.5 · 10−4 2.2 · 10−3

[cm2 · sr · keV/keV]
Active Area ∼ 10−3 ∼ 1 –
[cm2]
Instantaneous 45◦ × 1.5◦ 45◦ × 2◦ 315◦ ×±7◦

Field-of-View
Angular Resolution 5◦ × 1.5◦ 5◦ × 2◦ 22.5◦ ×±7◦

Total 45◦ ×±20◦ 45◦ ×±20◦ 270◦ ×±7◦

Field-of-View
Time Resolution ∼ 1 min ∼ 1 min ∼ 5 min

Table 1.2: Goals for PLASTIC instrument.
Instantaneous Field-of-View: Accepted angular range for each sweeping step; Total Field-of-View: Total angular
ranges in- and out-of-ecliptic when sweeping. See text for explanations.
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Measurement procedure

In operation the ESA voltage is changed to accept particles with E/q from 86.5 keV/e towards 0.2 keV/e
in 132 sweep steps (ESA sweep), every step with a 4.67% lower ESA voltage. In addition, for every energy
step the voltage of the deflection plates is changed in 32 linear sweep steps (DB sweep) to deflect particles
from +20◦ to −20◦. There are 4096 sweep steps in one minute, each step 12.8 milliseconds.
The main channel and the S-channel are never used simultaneously. When the flux in the TOF section
exceeds a certain threshold (approximately 1000 counts/sec) the Instrument Data Processing Unit (IDPU)
will switch in the next ESA step to the S-channel. Negative voltage is applied to the two S-channel
electrodes SCO-L and SCI-U that the positive ions entering the S-channel aperture are deflected towards
the ESA. To prevent particles from entering the main channel the the same voltage is applied to the MG-L
electrode of the main channel as to the SCO-L electrode, see Figure 1.9. All particles entering the main
channel aperture are then deflected. The suppression factor of the main channel gate is sufficient to ensure
no influence on the count rates through the S-channel aperture. (See Section 3.7 for the gate functionality
measurements.)
Meanwhile particles can enter through the WAP, whose acceptance is 270◦ in-ecliptic and up to ±7◦ out
of ecliptic. The WAP sector has no deflection plates but a wider acceptance range out-of-ecliptic than the
main and the S-channel.

Figure 1.9: 3D SIMION simulations of the beam trajectories through the S-channel (left side) and main channel
and ESA (right side). The positive ions passing through the S-channel are deflected by the two S-channel electrodes
SCO-L and SCI-U towards the ESA. The ions simultaneously entering the main channel are deflected by the electrode
MG-L. The same voltage is applied to SCO-L and MG-L.
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1.3.4 Calibration of PLASTIC

Like the PLASTIC instruments (Laboratory prototype, Engineering Qualified Model (EQM), Flight Mod-
els 1, 2 and Flight Spare (FM1, FM2 and FS)) consists of different parts also the calibration process was
divided:

Design of the entrance system/energy analyzer (ESEA) The ESEA was designed at University
of Bern (UBe). The laboratory prototype was produced at the workshop of the University of Bern,
see [2]. The EQM and the flight models (FM1,FM2 and FS) were produced by Contraves Space AG,
Zürich.

Ion optical calibration of ESEA The ion optical calibration of the ESEA models was done in Bern
(For LP, EQM see [2] and [7]; for FM1, FM2 and FS see Chapter 3.

Thermal tests of ESEA Performed at University of Bern by Martin Sigrist and Beat Zahnd.

Partial discharge test of ESEA Performed at University of Bern by Jürg Jost.

UV suppression measurements of ESEA The UV suppression tests were performed in the MEFISTO
ion optical facility at the University of Bern [43]. For the measurements see [49].

MCP detectors The MCP detector boards were tested in Bern, [6].

SSD detectors The SSD detector were calibrated in MEFISTO, [15] and [6].

Carbon foils The carbon foils were calibrated in Bern, [2] and [3].

Time of flight section The TOF section was designed and built at the University of New Hampshire
(UNH).

Electronic box The electronic box was built at the University of New Hampshire.

Integrated instrument The instruments were integrated at the University of New Hampshire. Cali-
bration measurements with integrated FM1, IFM1, and integrated FM2, IFM2, were performed at
UNH and at UBe, see Chapter 6.

1.3.5 Integrated PLASTIC onboard STEREO

The two flight models FM1 and FM2 were selected for flight. The integrated FM1 is onboard the ahead
spacecraft STEREO A, called PLASTIC FMA. The integrated FM2 is onboard the behind spacecraft
STEREO B, called PLASTIC FMB.
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1.4 Overview over this work

The main topic of this work is the ion optical calibration of the PLASTIC sensor on STEREO, since
the knowledge of all ion optical parameters and ion measurement functions is important for later data
reduction of the in-flight data. Before I discuss the ion optical calibration, I present a first-order numerical
simulation of trajectories in electrostatic analyzers. The following chapters cover the ion optical calibration
of PLASTIC in three steps. In the first chapter I look at the entrance system/energy analyzer that was
designed at the University of Bern. In the following chapter I discuss a novel floatable detection system,
which was used during ion optical calibrations with post-acceleration, discussed in the fifth chapter. There
the time of flight section is added, proceeding towards the integrated instrument. And finally calibration
measurements with the integrated instruments are presented. To conclude the part about PLASTIC, first
flight data from the STEREO mission are shown. To prepare for the data phase of STEREO, I evaluated
data from SOHO/CELIAS/MTOF to determine the nickel/iron ratio in the solar wind. This is reported
in Chapter 8.
This work is embedded in the complete calibration process of all PLASTIC subsystems, which is described
above. Similar processes were necessary for previous space mission instruments like SOHO/CELIAS [32]
or ACE/SWICS [22], which were also partly performed at the University of Bern.



Chapter 2

Instrument simulations

2.1 Electrostatic Analyzers

As seen in the previous chapter about the PLASTIC instrument, the energy per charge selection is
performed in an electrostatic analyzer (ESA), that is part of the entrance system/energy analyzer (ESEA).
Electrostatic analyzers (ESA) are widely used to select particles by their energy per charge E/q, e.g., the
electrostatic analyzer described by Carlson, [9]. They used an ESA similar to the ESA in PLASTIC. In
this chapter a first-order numerical simulation of a spherical electrostatic analyzer is described.
In [59] Vasyliunas also analyzed the characteristics of electrostatic analyzers, and how to describe their
geometric capabilities. Another study is presented in [27]. All studies looked at ESAs where the particle
trajectories is in the equatorial plane, where the electric field does not have an azimuthal component.
Whereas the electric field in the S-channel of PLASTIC has an azimuthal component and therefore, it is
not easy to calculate, [2]. Since the energy analyzer of PLASTIC is a toroidal electrostatic analyzer, the
next paragraph gives a brief overview over the main characteristics of such an ESA.

2.1.1 Toroidal electrostatic analyzers

H. Wollnik described the electric potential in a toroidal ESA with a power series expansion, see [65], [64],
[66]. In 1967 Theodoridis and Paolini presented an analytic expression of the electrostatic potential and
the geometric parameters of an ESA, see [50], [58]. But they did not show measurements. Measurements
and simulations are shown in [70] and [71], where an ESA similar to PLASTIC is presented. As men-
tioned above, the AMPTE energy analyzer, discussed in [9], is a predecessor of the PLASTIC entrance
system/energy analyzer.
In Figure 2.1, trajectories through a spherical symmetric ESA are shown. Parallel incident particles of
same energy are focused in one point after 90 degree. ESAs have a E/q acceptance bandwidth where
parallel incident particles can pass through the ESA hemisphere. This bandwidth defines in addition the
transmission.

2.2 Two dimensional model of a spherical Electrostatic Energy Ana-
lyzer

2.2.1 Motivation

The aim of this section is to give a simple model of a spherical energy analyzer which can be compared
with the actual design of the PLASTIC entrance system/energy analyzer (ESEA). At the beginning a
first order approximation of the ion trajectories is presented and thereafter the potential and the electric
field in a spherical and a cylindrical energy analyzer, derived from the first calculations. As F. Allegrini
showed in his PhD thesis [2], the S-channel geometry cannot easily be represented mathematically since
the trajectories through the S-channel are not in the equatorial plane as they are for a toroidal electrostatic
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Figure 2.1: Toroidal electrostatic energy analyzer. Left: Top view of the trajectories through an spherical ESA.
Right: Side view of the trajectories. Parallel incident particles of same energy per charge are focused in one point
after 90 deg.

energy analyzer, like in PLASTIC. Therefore, I do not write about trajectories in the S-channel, but refer
to F. Allegrini’s Ph.D. thesis.

2.2.2 First order approximation of ion trajectories

The derivation of a first order approximation for ion trajectories in an spherical electrostatic analyzer
(ESA) is presented in this section. Only small variations of a trajectory on a circle are considered. In the
calculations made here only first order terms are considered, allowing to replace sinβ with β for small β
and neglecting quadratic terms. The basic idea of the following calculation is similar to the calculation
made by Wollnik in [65]. From the Lagrange equation, Equation (2.5), the deviation from the paraxial
way through a spherical ESA is calculated.

Variables:

radius of the sphere: r0

radial coordinate: r = r(t) = r0(1 + ε(t))
angle: ϕ = ϕ(t)
voltage: V = V (r)
electric field: E(r) = −dV

dr
nominal velocity: v0

nominal kinetic energy: T0 = 1
2mv2

0

nominal angular velocity : ω0 = v0
r0

initial velocity: vs

initial kinetic energy for r = r0: T = T0(1 + δ)
elevation angle at t = 0: β
azimuthal angle at t = 0: α
width of capacitor: d

β
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The Lagrange function for ions in an ESA:

Electric field on position r:

E(r) = −E0
r2
0

r2
(2.1)

Force on a charged particle with r0 and v0:

F = qE0 = m
v2
0

r0
(2.2)

From (2.1) and (2.2) it follows for the Potential U and the kinetic energy T :

U(r) = −mv2
0

(r0

r
− 1
)

(2.3)

T (ṙ, ϕ̇) =
1
2
m(ṙ2 + r2ϕ̇2) (2.4)

where r · ϕ is the azimuthal component of the velocity.
The Lagrange function:

L = T − U =
1
2
m(ṙ2 + r2ϕ̇2) + mv2

0

(r0

r
− 1
)

(2.5)

Solution of the Lagrange equation:

The Lagrange Equation ∂L
∂q = d

dt
∂L
∂q̇ for each coordinate:

mrϕ̇2 −mv2
0

r0

r2
=

d
dt

mṙ = mr̈ (2.6)

0 =
d
dt

(mr2ϕ̇) (2.7)

⇒ mr2ϕ̇ = constant = mr2ϕ̇|t=0

And with vs cos β cos α = r(0)ϕ̇(0) it follows for ϕ̇:

ϕ̇ =
r(0)vs cos β cos α

r(t)2
=

r0(1 + ε0)vs cos β cos α

r2
0(1 + ε)2

(2.8)

Outside the ESA there are fringe fields. But in this calculation the electric field is 0 outside the ESA,
inside the electric field is not 0. So there is a potential jump at the boundary. For the kinetic energy of a
particle with T it follows (T → T − U(0)):

T = T0(1 + δ) =
1
2
mv2

0(1 + δ)

=
1
2
mv2

s −mv2
0

( r0

r(0)
− 1
)

(2.9)

⇒ v2
s = 2v2

0(
1

1 + ε0
− 1) + v2

0(1 + δ) ' 2v2
0(1− ε0 − 1) + v2

0(1 + δ)

= v2
0(1 + δ − 2ε0)

⇒ vs ' v0(1 + δ − 2ε0)1/2 = v0(1 +
1
2
δ − ε0) (2.10)

With (2.8) and (2.10):

ϕ̇(t) ' =
r0(1 + ε0)v0(1 + 1

2δ − ε0) cos α cos β

r2
0(1 + ε)2

' v0

r0(1 + ε)2
(1 +

1
2
δ) cos α cos β (2.11)
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Now with (2.6) and(2.11):

r̈ = rϕ̇2 − v2
0

r0(1 + ε)2

' r0(1 + ε)
v2
0(1 + 1

2δ)2

r2
0(1 + ε)4

cos2 α cos2 β − v2
0

r0
(1 + ε)−2

=
v2
0(1 + 1

2δ)2

r0(1 + ε)3
cos2 α cos2 β − v2

0

r0
(1 + ε)−2 (2.12)

⇒ ε̈ =
v2
0

r2
0

(1 +
1
2
δ)2(1 + ε)−3 cos2 α cos2 β − v2

0

r0
(1 + ε)−2

' ω2
0(1 + δ)(1− 3ε)− ω2

0(1− 2ε) ' ω2
0(δ − ε)

⇒ ε̈ + ω2
0ε− ω2

0δ = 0 (2.13)

The solution and initial conditions for (2.13) are:

ε(t) = A cos(ω0t) + B sin(ω0t) + C

= A cos(ω0t) + B sin(ω0t) + δ (2.14)
with ε(0) = ε0 = A + δ (2.15)

and r0ε̇(0) = r0ω0B = vs sin β ' v0(1 +
1
2
δ − ε0)β ' v0β (2.16)

⇒ ε(t) = (ε0 − δ) cos(ω0t) + β sin(ω0t) + δ (2.17)

And with ϕ ' ω0t:
ε(ϕ) = (ε0 − δ) cos(ϕ) + β sin(ϕ) + δ (2.18)

2.2.3 Instrument simulations using first order approximation

From Equation 2.18 conditions can be derived for which the ions with ε0, the initial position, with a
given elevation angle β0 and with a given energy U = U0(1 + δ) can pass the ESA. Now the transmission
dependent on the energy/charge and on the initial angle is discussed.

Energy and angle acceptance

From Equation (2.18) the condition follows for which the ions can pass the ESA: |ε(ϕ)| ≤ d/2r0 for all
ϕ ∈ [0◦, 90◦]. The maximum ε is given by dε

dϕ = 0 : ϕmax = tan−1( β0

ε0−δ ). This gives:

|(ε0 − δ) cos (ϕmax) + β sin (ϕmax) + δ| ≤ d/2r0, (2.19)

where ϕmax = tan−1( β0

ε0−δ ).
Using Eq. (2.19) the energy acceptance for a given angular distribution or the angle acceptance for a given
energy distribution can be simulated, see Fig. 2.2. In this simulation the angle or the energy respectively
are normally distributed with a variance of 0.1 deg (angular distribution) or 0.001 × E/qnominal (energy
distribution) which is similar to the beam used in the CASYMS ion beam facility. The dimensions of the
analyzer are r0 = 61 mm and d = 4 mm.
From the simulations presented in Fig. 2.2 the full width half maximum (FWHM) of the angle scan is ≈ 3
deg and the FWHM of the energy scan is ≈ 6% of the nominal energy.
When plotting the transmission depending on the energy and the angle with the beam conditions discussed
above we get Fig. 2.3.
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Figure 2.2: Simulated energy and elevation angle (degrees) scans for particles with energy U = U0(1 + δ). The
incident angle β was normally distributed in this simulation.

Figure 2.3: Simulated transmission dependent on energy delta and elevation angle beta (deg). The simulated beam
is a delta distribution beam in angle and energy, like the ion beam provided in CASYMS ion beam facility. The
contour lines are 10%, 20%, 50% and 90% from maximum transmission.
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2.2.4 Potential and electric field in a spherical electrostatic energy analyzer

In this paragraph the potential and the electric field in a spherical energy analyzer are derived from
conditions as for the PLASTIC energy analyzer. Since the PLASTIC ESA is not a spherical ESA but
rather a compound system of two spherical ESAs, the potential and the electric field calculated here is
only a estimation.
Variables:

radius of the sphere: r0

radial coordinate: r = r0(1 + ε)
voltage: V = V (r)
voltage for r = r0: V (r0) = 0
voltage for r = r+: V (r+) = +V0

voltage for r = r−: V (r−) = −V0

electric field: E(r) = −∇V (r)
width of capacitor: d
angle: ϕ

Conditions for potential V :

Laplace equation: ∇2V = 4V = 1
r2

∂
∂r

(
r2 ∂V

∂r

)
= 0

Voltage for r = r0: V (r0) = 0
Voltage for r = r+: V (r+) = +V0

Voltage for r = r−: V (r−) = −V0

Distance d: d = r+ − r−

Ansatz: V (r) = −Vm

(
r0
r − 1

)
with Vm = limr→∞ V (r) and

∇2V = 1
r2

∂
∂r

(
r2Vm

r0
r2

)
= 0

Expressions for V and E:

V (r+) = V0 = −Vm

( r0

r+
− 1
)

(2.20)

⇒ r+ =
r0

1− V0/Vm
(2.21)

similar : r− =
r0

1 + V0/Vm
(2.22)

r+ − r− = r0

( 1
1− V0/Vm

− 1
1 + V0/Vm

)
= r0

( 2V0/Vm

1− (V0/Vm)2
)

= d (2.23)

⇒ Vm = V0

(r0

d
+
√

(
r0

d
)2 + 1

)
= V0

r0

d

(
1 +

√
1 + (

d

r0
)2
)

(2.24)

⇒ r+ =
r0

1− V0/Vm
= r0

1 +
√

1 + ( d
r0

)2

1 +
√

1 + ( d
r0

)2 − d
r0

(2.25)

r− =
r0

1 + V0/Vm
= r0

1 +
√

1 + ( d
r0

)2

1 +
√

1 + ( d
r0

)2 + d
r0

(2.26)

For V and E follows :

V (r) = −Vm

(r0

r
− 1
)

= −V0
r0

d

(
1 +

√
1 + (

d

r0
)2
)(r0

r
− 1
)

(2.27)
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E(r) = −∇V (r) = −∂V

∂r
= −V0

r0

d

(
1 +

√
1 + (

d

r0
)2
)(r0

r2

)
(2.28)

2.2.5 Derivation of analyzer constant kESA of a spherical ESA

Analyzer constant kESA: kESA = E/q
∆V = E/q

2V0

V (r) = −V0
r0

d

(
1 +

√
1 + (

d

r0
)2
)(r0

r
− 1
)

(2.29)

E(r) = −V0
r0

d

(
1 +

√
1 + (

d

r0
)2
)(r0

r2

)
(2.30)

mv2
0

r0
= F (r0) = qE(r0) (2.31)

v2
0 =

2E/q

m/q
(2.32)

⇒ 2E/q = E(r0)r0 = V0
r0

d

(
1 +

√
1 + (

d

r0
)2
)(r2

0

r2
0

)
(2.33)

⇒ E/q

2V0
= kESA =

r0

4d

(
1 +

√
1 + (

d

r0
)2
)

(2.34)

And with d = 4.0 mm and r0 = 61.0 mm follows:

kESA = 7.63

and for r0 = 67 mm:
kESA = 8.38

2.2.6 Potential and E-field in a cylindrical capacitor

I present here the potential and the electric field of a cylindrically shaped energy analyzer. It must be
mentioned that the S-channel electrodes are not cylindrically shaped. But this approximation is sufficient
for a first estimation of the S-channel electrode constants.

Variables:

radius of the sphere: r0

radial coordinate: r = r0(1 + ε)
voltage: V = V (r)
Voltage for r = r+: V (r+) = 0
Voltage for r = r−: V (r−) = −V0

electric field: E(r) = −∇V (r)
width of capacitor: d
angle: ϕ

Conditions for potential V :

Laplace equation: ∇2V = 4V = 1
r

∂
∂r

(
r ∂V

∂r

)
= 0

Voltage for r = r0: V (r0) = −1
2V0

Voltage for r = r+: V (r+) = 0
Voltage for r = r−: V (r−) = −V0

Distance d: d = r+ − r−

Ansatz: V (r) = A log r + B, (private communication P. Bochsler, 2007)
∇2V = 1

r
∂
∂r

(
rVm

1
r

)
= 0
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Expressions for V and E:

V (r0) = −V0

2
= A log r0 + B (2.35)

V (r+) = 0 = A log r+ + B (2.36)
V (r−) = −V0 = A log r− + B (2.37)

⇒ V0

2
= V (r+)− V (r0) = A log

(r+

r0

)
(2.38)

⇒ A =
V0

2 log ( r+

r0
)

and (2.39)

B = −V0

2
log r+

log ( r+

r0
)

(2.40)

For V and E follows :

V (r) =
V0

2 log ( r+

r0
)
log
( r

r+

)
(2.41)

E(r) = −∇V (r) = −∂V

∂r
= − V0

2 log ( r+

r0
)
1
r

(2.42)

Replacing r+ :

V (r−) = −V0 =
V0

2 log ( r+

r0
)
log
(r−

r+

)
and r+ = r− + d (2.43)

log
(d + r−

r0

)
= −1

2
log
( r−

d + r−

)
=

1
2

log
(d + r−

r−

)
(2.44)

⇒ r2
− + dr− − r2

0 = 0 (2.45)

⇒ r− = −d

2
±
√

d2

4
+ r2

0 (2.46)

⇒ r− =

√
d2

4
+ r2

0 −
d

2
and (2.47)

r+ =

√
d2

4
+ r2

0 +
d

2
(2.48)

2.2.7 Derivation of analyzer constant kESA of a cylindrical electrostatic energy ana-
lyzer (ESA)

Analyzer constant kESA: kESA = E/q
∆V = E/q

V0

E(r) = V0

2 log ( r+
r0

)
1
r =

V0

2 log
(q

d2

4
+r2

0+ d
2

r0

) 1
r

(2.49)

mv2
0

r0
= F (r0) = qE(r0) (2.50)

v2
0 =

2E/q

m/q
(2.51)

⇒ 2E/q = E(r0)r0 =
V0

2 log
(q

d2

4
+r2

0+ d
2

r0

) r0

r0
(2.52)

⇒ E/q

V0
= kESA =

1
2

1

2 log
(q

d2

4
+r2

0+ d
2

r0

) =
1
4

1

log
(q

d2

4
+r2

0+ d
2

r0

) (2.53)
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For the two S-Channel Electrodes SCO-L and SCI-U follows:

• SCO-L, d = 3.0 mm and r0 = 18.5 mm:

kSCO−L = 3.09

• SCI-U, d = 4.0 mm and r0 = 27.5 mm:

kSCO−L = 3.44

2.2.8 Conclusions

The numerical simulations discussed above give a simplified picture of the instrument parameters of
PLASTIC as a first estimation. In Table 2.1 the instrument parameters calculated above are summarized.
For a more precise simulation of the PLASTIC ESEA the numerical analysis mentioned in this section is not
sufficient. Rather a numerical simulations has to be performed. For PLASTIC, a thorough simulation with
the ion optics simulation program SIMION, see [14], was done, which is extensively discussed by F. Allegrini
in [2]. SIMION allows to model problems with 2D symmetrical or 3D asymmetrical electrostatic potential
arrays. The geometry can either be programmed directly in SIMION or alternatively defined in text
files with commands that are read by SIMION. In SIMION the geometry of the electrodes are defined
by potential arrays. The electrostatic potential outside of electrodes are determined solving the Laplace
equation by finite difference methods.
Together with this simulations we have a theoretical prediction for the parameters measured during the
calibration campaign discussed later in Chapter 3.

Angular acceptance (deg) ≈ 3
Energy/charge acceptance (relative) ≈ 0.06
Analyzer constant ESA kESA (eV/e V) ≈ 8.2
Analyzer constant SCO-L kSCO−L (eV/e V) 3.09
Analyzer constant SCI-U kSCI−U (eV/e V) 3.44

Table 2.1: Instrument functions from simulations. For the S-channel electrodes SCO-L and SCI-U the calculated
analyzer constants are only a rough estimation due to the reasons named above about the shape of their electrodes.





Chapter 3

Calibration of the PLASTIC entrance
system/energy analyzer

3.1 Introduction

In this chapter the ion optical calibration of the entrance system/ energy analyzer (ESEA) of PLASTIC
is outlined and discussed in detail. The information gathered during calibration is crucial for later data
analysis to get back real counts from raw counts.
In the succeeding chapters, Chapters 5 and 6, similar calibration measurements are explained. Those are
then compared to the results written in this chapter. All measurements outlined in these three chapters
are performed in the same ion optical facilities at the University of Bern, CASYMS ion beam facility and
MEFISTO ion beam facility, see Appendix B.2.
After prototype testing the final version of the ESEA was designed and simulated with SIMION ion optical
simulation software, [14], at the University of Bern, see [2]. After ion beam and other functional tests with
the engineering model (EQM, see [7]) three flight instruments were built, Flight Model 1 (FM1), Flight
Model 2 (FM2) and Flight Spare (FS)1. All four were calibrated at the ion beam facilities at University
of Bern ( They are briefly described in Appendix B.2). The calibration campaign of the two flight models
lasted from January 2004 to June 2004 whereafter the ESEAs were shipped to the University of New
Hampshire, USA, for integration with time of flight section and electronics to the integrated PLASTIC
instruments IFM1 and IFM2.
The aim of the calibration of ESEA was to test whether the flight models fulfill the design goals and show
agreement with the simulations. In addition, as mentioned above, a good understanding of the instrument
function is crucial for the data reduction. Therefore, the main part of the calibration was to characterize
all instrument parameters as well as possible.

3.2 Calibration specifications

3.2.1 General

All models (FM1, FM2 and FS) were calibrated to assess functionality and find the ion optical constants.
These constants were compared with earlier simulations ([2]) and measurements with the EQM ([7]). The
following calibration parameters were determined:

• Analyzer constants

• Deflection constants and elevation angle acceptance

• E/q resolution

1When building space-borne instruments, it is favorable to build a spare model in case the flight instrument is damaged
or not suitable for flight.
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• Azimuthal angle acceptance

• Active area

• Geometric factor

In addition, the functionality of the main channel gate and S-channel switching electrode collection were
tested. In the following subsection each ion optical parameter is explained.

3.2.2 Ion optical parameters

Analyzer constants

The analyzer constant kESA is defined as the ratio of the E/q of the ions passing through the ESEA and
the ESA voltage VESA, where the transmission is the highest. Specifically, the constant is the ratio of
the kinetic energy per charge, Ekin/q, and the potential difference, ∆VESA, between the two hemisphere
electrodes ESA-O and ESA-I, see Figure 3.1:

kESA =
Ekin/q

∆VESA
(3.1)

As shown in Section 3.3 the ratio is equal for all beam energies and their respective ESA voltages.

The S-channel additionally consists of a set of electrodes. To two electrodes (SCO-L and SCI-U, see
Figure 3.1) are potentials applied when the S-channel is activated. There is a constant relation between
E/q and the applied voltage, Velectrode, as well:

kelectrode =
Ekin/q

Velectrode
(3.2)

The analyzer constants are used for in-flight tuning of the instrument electrodes according to the desired
beam energy acceptance. Hence a full instrument calibration is important, as discussed previously.

Angular deflection constants

In addition to the E/q selection, an elevation angle selection will be executed in flight whereby particles
are deflected into the entrance system by the deflection plates (Duckbills, MA-L, MA-U, SA-L, SA-U).
This operation only occurs in the Solar Wind Sector (SWS). Particles entering from −20◦ to +20◦ are
deflected into the instrument. The ratio of the accepted angle, β, and the particle energy per charge,
Ekin/q, to the deflection plate voltage, Vdeflection, is the deflection plate constant:

kdeflection =
β · Ekin/q

Vdeflection
(3.3)

Energy per charge resolution

The energy per charge (E/q) resolution of all three apertures (main channel (MC), S-channel (SC) and
WAP) was measured. The E/q resolution varies between the three channels due to different aperture
sizes and geometry. For a given setting of ESEA electrodes (ESA voltage for MC and WAP; SCO-L and
SCI-U voltage for SC, before ions pass into the same cylindrically symmetric ESA as shown in Figure 3.1)
the E/q resolution, (FWHM E/q

E/q ), must be known2. For practical reasons the beam energy was fix and
the ESA voltage was tuned during calibration. Thus, the ESA voltage resolution for a given E/q was
quantified. However, since E/q and VESA are directly proportional, the resolutions ∆E/q

E/q and ∆V
VESA

are
equivalent. See Section 3.3 for details of the measurements.
Both ESA electrodes (ESA-I and ESA-O) were tuned to the same absolute voltage but opposite polarity,
as it is done in flight.

2FWHM: full width at half maximum of the measured energy distribution
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Figure 3.1: Electrodes of the PLASTIC ESEA. The highest allowed voltage is written on the right side for each
potential. Drawing by M. Sigrist, University of Bern.

Elevation angle acceptance

Additionally, all apertures have a finite elevation angle acceptance. It was measured for each channel and
the full width half maximum (FWHM) of its distribution was quantified, giving the angular acceptance
of the respective channel.
Together with the E/q resolution, the angular acceptance defines the total transmission of the instrument
for a given energy and angular step.

Active area

The effective area is the differential transmission coefficient of the transmitted ion counts per unit time
through an instrument aperture and the incident ion flux at given instrument settings. The active area,
Aact, determined during calibration is defined as the ratio of the number of particles which pass through
the ESEA at a given E/q and the number of incident particles of a parallel beam.

Aact =
n

Φ t
=

nssl

Φ t ηssl
(3.4)

where n is the number of counts during accumulation time t, Φ the ion beam flux; nssl is the number of
counts detected by a particle detector with detection efficiency ηssl. See Appendix C for the calibration
of the used particle detector.

Geometric factor

The geometric factor of an instrument characterizes the angular and energy acceptance of an instrument.
There are several explicit definitions of geometric factors, see Appendix A. I used the geometric factor
applied by F. Allegrini during laboratory prototype calibration and EQM simulations, [2]. It is defined as
follows:

G =
∫∫∫

T cos θ dAact
dE

E
dΩ (3.5)
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where T is the transmission, dAact the differential active area and E the beam energy.
For our measurements I use the discrete form of (3.5):

G = αSWS

N∑
i

M∑
j

∆θi
∆Ej

Ej
(Aact)ij (3.6)

The derivation of the geometric factor can be found in Appendix A.1.

3.2.3 Test sequence

The same calibration test sequence was performed for all models:

• The instrument was mounted into the instrument chamber of CASYMS or MEFISTO ion beam
facility.

• When the pressure in the instrument chamber was low enough (below 1 · 10−6 mbar), the basic
functionality of the instrument electrodes was tested.

• E/q selection capability was verified.

• Angular acceptance and deflection constants were measured.

• Analyzer constants of all channels and their electrodes were determined.

• Geometric factor of all channels were measured.

• Azimuthal scans for all channels were performed.

• Functionality of the main channel gate (MG-L electrode) was tested.

3.2.4 Calibration Facilities

The measurements with the Flight Models and the Flight Spare were carried out in the CASYMS ion
beam facility [21] and in the MEFISTO ion beam facility ([43] and [31]). Figure 3.4 shows the setup in
the CASYMS ion beam facility and Figure 3.5 in MEFISTO.
In CASYMS the turntable allowed rotation around two axes (αCASYMS and βCASYMS) and translation in
one direction (zCASYMS-Axis). In addition, a turning plate mounted on the turntable allowed a third turn
axis (θCASYMS), see Figures 3.2 and 3.3.
It was possible to turn the instrument 180◦ in both directions as well as changing the lateral position
allowing to calibrate all channels and azimuthal positions without breaking the vacuum. The instrument
was mounted in CASYMS in a aluminium shielding box preventing ions from affecting the pre-amplifier
electronics.
The ion beam facility CASYMS provides a broad parallel beam of an area of 12 · 12 cm2. The ions are

at low charge states in an energy range between 5 eV/e and 60 keV/e with an energy spread of about 0.1
percent. The beam divergence is about 0.3◦. Therefore, the energy and the angular distribution of the
ion beam can generally be assumed to be a delta distribution relative to the instrument acceptance. For
PLASTIC ESEA calibration Ar+ and He+ beams were used in an energy range between 100 eV/e and 60
keV/e. Almost all calibration experiments were performed in CASYMS, only some high flux gate tests
and high beam energy scans were performed in the MEFISTO instrument chamber, since the beam flux
in MEFISTO is much higher and the beam more collimated than in CASYMS. The MEFISTO ion source
delivers a pencil beam of a flux up to 2 MHz/0.1 cm2 for Ar4+ compared to 0.1 MHz/0.1 cm2 for Ar+

provided by the CASYMS ion source. In the MEFISTO chamber there is a two-axes turntable (αMEFISTO

and βMEFISTO). The instrument is mounted differently, see Figure 3.5. The axes are comparable:

• αMEFISTO corresponds to βCASYMS
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Figure 3.2: Experimental setup in CASYMS instrument chamber and turn axes. Shown are all axes and their
notation in CASYMS. The out-of-ecliptic angle (elevation angle, elev) is called βCASYMS. The in-ecliptic angle
corresponds to θCASYMS, respectively. Figure adapted from [2].
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Figure 3.3: Turn Axes in CASYMS, top view. PLASTIC ESEA is mounted upside down. The beam entering from
the right hand side (red trajectories) is guided through the ESEA onto the detector. The in-ecliptic or azimuthal
angle corresponds to θCASYMS.
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Figure 3.4: Mounting of PLASTIC ESEA in CASYMS facility. The instrument was mounted upside down, the
TOF-section would be above. The ion beam comes from the left hand side. On the right picture the theta table can
be seen which allows turning around the θCASYMS-axis in figure 3.2

Figure 3.5: Mounting of PLASTIC ESEA in MEFISTO facility. The table allowed only restricted turns. The ion
beam comes from the left hand side. See text for turning axes comparison between CASYMS and MEFISTO.

• βMEFISTO corresponds to θCASYMS

The turning range in the MEFISTO chamber was limited due to mechanical constraints. Additionally,
changing between S-channel and main channel could only be done manually after breaking the vacuum.
The ECR ion source3 allows high ion current and high charge states (i.e. Argon up to 8+). The beam is
a pencil beam with a diameter of ∼ 2 cm at instrument position.

3.2.5 Experimental techniques

Signal detection

All ions passing through the ESEA were counted by a position sensitive microchannel plate detector in
chevron plate configuration, whose diameter was 4 cm [53]. Before and after the ion optical calibration
of the PLASTIC instruments the detection efficiency ηSSL of the so called SSL detector4 had to be deter-
mined for different ions and beam energies. The beam flux from the CASYMS ion source was measured

3Electron Cyclotron Resonance Ion Source (ECRIS), see [20]
4Space Science Laboratory, [41]
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Figure 3.6: Images recorded by the SSL detector for a parallel Ar+ beam, beam energy 3 keV. From top left to
bottom: main channel, S-channel and WAP.

by a channeltron detector5. The detection efficiency was determined relatively to the beam scanner in
CASYMS.6 The detector calibration is discussed in Appendix C.
For an Ar+ beam, E/q = 3 keV/e, the SSL efficiency is 0.65 with an error of 0.02. For an ion beam
with E/q = 5 keV/e the efficiency is slightly higher, 0.67. For lower energies the efficiency of the
detector decreases rapidly, due to secondary electron emission of the MCP. The efficiency is given by
ηSSL = A0(1 − exp(−0.6E)), where A0 ' 0.75 and E is the energy in keV. (This relation is discussed in
[35]).
The SSL detector was mounted above the exit slit of the ESEA. In CASYMS the instrument could be
turned independently from the detector when turning around the theta-axis (see Figures 3.2 and 3.4).
The position information signal of the SSL detector was amplified inside the chamber. The amplified
signal was read out with the position analyzer belonging to the detector, [54]. A PC can be connected to
the position analyzer to save the accumulated position information and the total counts. Alternatively, the
signal from the position analyzer can be read out with the computer controlling the table movements of
the instrument chamber (MicroVAX). More details on the used MCP detector can be found in Appendix
C or in [41].
The total counts measured with the SSL detector were used as transmission signal. The total counts are
the integrated counts over the azimuthal angle range that is covered by the detector (diameter 40 mm),
see in Figure 3.3. Since only Additionally, the position information was stored in quadratic arrays for all
measurements. The resolution of the detector is 256 × 256 pixel, see Figure 3.6 for beam images of all
three channels.

5Channeltron detectors (CEM), purchased from Dr. Sjuts GmbH, [24], see [21] and [56].
6The channeltron detector used in CASYMS has an efficiency of almost 1 for beam energies higher than 2 keV/e. Therefore,

an efficiency of 1 was assumed for all measurements.
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SSL data files:
The parameters for each measurement (e.g., accumulation time, total counts, user defined parameters)

and the position information are stored either in a binary format file, when the Quantar software is used,
or in an ascii file, when the detector signal is read out by the MicroVAX. Both types of these files are
called SSL-files here. Images can be produced from these data files showing the shape of the measured
beam spot.

Ion optical calibration

After achieving the necessary pressure conditions first functional tests were performed with the ESEA to
ensure all electrodes were connected correctly and that the instrument works properly. The instrument
voltage settings for a given beam E/q are compared with the known values from earlier measurements or
simulations (Laboratory prototype measurements and SIMION simulations see [2], EQM measurements
see [7]).
At the beginning the analyzer constants were determined and the respective angular and energy acceptance
of all analyzer electrodes. Thereafter the deflection constants for the deflection plates (Duckbills, DB)
were obtained. For the S-channel the SCO-L and the SCI-U electrodes had to be calibrated in addition
to the ESA electrodes ESA-I and ESA-O, see Figure 3.1. All results are discussed in Sections 3.3 and 3.4.
To complete the picture of the ion optical parameters, the geometric factor, Equation (3.5), the active
area, Equation (3.4), and the azimuthal response of each aperture and model were characterized, see
Sections 3.6 and 3.5. The geometric factor and the azimuthal response measurements give an overall
picture of the ion optical response of the three apertures.
All electrodes were either connected to a power supply or grounded. The voltages for the two ESA
electrodes (ESA-O/ESA-TC and ESA-I) were provided by one power supply with two outputs of the
same voltage but opposite polarity. The S-channel electrodes and the deflection plates had their own
power supply.

3.3 Energy acceptance, analyzer constants

3.3.1 General

The approach to characterize the energy acceptance and the analyzer constants was the same for all
apertures and models:

1. An elevation angle scan to find the optimal incident angle for the beam. The electrode voltages were
tuned as expected from earlier measurements.

2. At the given elevation angle an ESA voltage scan was performed, in steps of 0.5 to 1.0 percent of
the nominal voltage.

3. When testing the S-channel tuning, the SCO-L followed by the SCI-U voltages were scanned to find
the maximum transmission.

4. Finally a second elevation angle scan was performed.

5. If the nominal position varies significantly (more than 2 percent), the same procedure is repeated
from the beginning.

The ion beam in CASYMS or MEFISTO was set to a specific energy per charge value, e.g., E/q = 3
keV/e.7 The voltage expected from measurements with the EQM or simulations was applied to the
instrument electrodes. Then a first elevation scan was performed, in elevation angle steps of about (MC
and WAP) or 0.1◦ (SC). After the elevation angle was set for maximum measured intensity, the applied

7The extraction voltage used in the CASYMS ion source is 3 keV/e, hence the beam energy without any post acceleration
is always 3 keV/e. For the first tests the energy used was always 3 keV/e, for convenience.
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voltage of the two ESA hemisphere was changed in steps of 1 percent of the expected nominal value (e.g.,
the ESA voltage was ±180 V at E/q = 3 keV/e). The applied voltages of the two ESA hemispheres
have the same absolute value but different sign (ESA-I negative, ESA-O positive voltage). The voltage
was supplied by a power supply with two outputs of opposite polarity. The measured intensity is plotted
versus positive ESA voltage. (See Figure 3.7 for ESA voltage scans of all channels.) To find the nominal
voltage value for a given beam energy per charge, E/q, a special fit function and a Gaussian is applied
to the voltage distribution. The fit function, a convolution of a Gaussian with a trapezoid function, is
explained in Appendix A. The function was developed by F. Allegrini, [2]. The median of the measured
distribution is used to calculate the analyzer constants (Equations 3.2 and 3.1). The full width at half
maximum divided by the nominal voltage is the respective energy acceptance, see Figure 3.7. The median
of each distribution function is plotted against the corresponding beam energy, e.g., in Figure 3.11. The
analyzer constant for each channel is then calculated using a regression curve through all data points.

Figure 3.7: ESA voltage scan for FM1. Measured intensity of an Ar+ beam with E/q=3 keV/e by SSL detector as
a function of the ESA voltage on each ESA hemisphere.
From left to to right: main channel, S-channel and WAP.
Red line: fit using Equation (A.13); green line: Gauss fit for comparison.

3.3.2 Main channel

First the main channel was characterized. With its wider aperture than the S-channel it is easier to find
the right elevation angle. Through the main channel ions with an energy per charge up to 100 keV/e
can be transmitted. The restriction is due to the highest allowed potential difference between the two
ESA hemispheres (±7350 V, tested in partial discharge tests at the University of Bern). For FM1 the
beam energy was set to 3, 5, 10 and 20 keV/e, for FM2 and FS 0.5, 1, 2, 3, 5, 10 and 20 keV/e. The
measurement was performed as described above. In the Figure 3.11 the calculated median and the FWHM
for different beam energies is plotted against beam energy per charge. To prevent saturation of the used
MCP detectors, the number of transmitted ions had to be kept below 105 per second over the whole
detection area and below 102 per second on one channel. Since the ion transmission is high for the main
channel, see later in Section 3.6, the ion beam intensity was low, usually below 1 kHz/0.1 cm2.

3.3.3 S-channel

The S-channel has a much smaller aperture than the main channel, thus it needs a much higher beam
intensity to obtain count rates with reasonable statistics (sufficient signal above the background noise
level of the detector). The beam intensities were usually around 20 kHz/0.1 cm2. The narrow angular
acceptance of the S-channel, resulting from the series of entrance slits (SAD, see Figure 3.1), requires
precise entry angle tuning, such that the beam can pass into the S-channel. Hence at the beginning of an
ESA voltage scan always an elevation angle scan was performed to find the optimal elevation angle.
To deflect the beam through the S-channel into the ESA hemisphere, two additional guiding electrodes
are necessary, SCO-L and SCI-U, see Figure 3.2. These electrodes allow to deflect ions with E/q up to 12
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Figure 3.8: SCO-L and SCI-U voltage scan for FM1 S-Channel. E/q=3 keV/e, Ar+ beam.
Red line: fit using Equation (A.13); green line: Gaussian fit for comparison.

Figure 3.9: S-Channel SCO-L voltage versus Beam Energy. Red line: Linear fit through data points.
From left to right: FM1, FM2 and FS

keV/e. E/q = 12 keV/e corresponds to a solar wind velocity of 1500 km/s (protons) or 760 km/s (helium
ions). Most of the time the proton and alpha particle distributions will be measured by the SC. The
energy of ambient solar wind protons is about 1 keV/e.8 The beam energy used during calibration was
between 0.5 and 10 keV/e (For an ESA scan, see Figure 3.7). In the Figure 3.12 the median of the ESA
voltage distribution is plotted versus the beam energy. The error bars are the FWHM of the corresponding
distribution.
Additionally, the deflection characteristics of the two guiding S-channel electrodes (SCO-L and SCI-U) had
to be determined. Typical voltage scans are shown in Figure 3.8 for FM1 and E/q = 3 keV/e. To ensure
the best transmission for both electrodes the median of the distribution function was selected instead of
the voltage for maximum intensity. In Figures 3.9 and 3.10 the measured nominal electrode voltages are
plotted against beam energy, error bars represent the FWHM of the distribution.

3.3.4 Wide-Angle Partition

For the WAP the measurement principle was the same as for the main channel. The results are similar
except that the transmission is higher for the WAP than for the MC due to the larger aperture and the
more open geometry. The energy acceptance is also slightly higher than for the main channel, see Figure
3.7 for an ESA voltage scan for FM1 and E/q = 3 keV/e. Since the WAP azimuthal range is much larger
than that of the solar wind sector channels, different azimuthal positions were crosschecked. The different
azimuthal positions showed neither an effect on the energy acceptance nor on the nominal ESA voltage.
In Figure 3.13 the median of the ESA voltage distributions is plotted against the corresponding beam
energy.

8vSW ≈ 440 km/s
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Figure 3.10: S-Channel SCI-U voltage versus Beam Energy. Red line: Linear fit through data points.
From left to right: FM1, FM2 and FS

Figure 3.11: Main channel ESA voltage difference versus beam energy. Red line: linear fit through the data points.
The error bars correspond to the FWHM of the voltage distribution at the given energy per charge, see Figure 3.7.
From left to right: FM1, FM2 and FS

Figure 3.12: S-channel ESA voltage difference versus beam energy. Red line: linear fit through data points.
From left to right: FM1, FM2 and FS
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Figure 3.13: WAP ESA voltage difference versus beam energy. Red line: linear fit through data points.
From left to right: FM1, FM2 and FS

3.3.5 Summary analyzer constants and energy acceptance

In flight, the analyzer constants calculated during the calibration campaign are used to convert solar wind
E/q into ESA voltage. When the S-channel is enabled the voltages applied to the two S-channel electrodes
(SCO-L and SCI-U) have a fixed ratio during the ESA sweeps, related to the ESA voltage. For a given
ESA step, all voltages are defined. Therefore the analyzer constants must be known as exact as possible.
In Table 3.1 all measured analyzer constants are listed. The analyzer constants are calculated using the
slope a of the linear regression curve y = a · x + b through all data points in the Figures 3.11, 3.12 and
3.13, weighted by their error. For each beam energy the median of the positive ESA voltage distribution
was calculated and plotted.9 The ESA analyzer constants is then given by kESA = E/q

∆VESA
= 1/aESA. For

the two S-channel electrodes SCO-L and SCI-U the analyzer constant is kSC = E/q
VSC

= 1/aSC. The error
of the analyzer constants is the error of the linear regression through all data points. The error of each
data point is the error of the median determination.
It was more difficult to measure the ESA voltage distribution for lower beam energies (below 2 keV/e)
because the measured count rate was lower. In addition, the ESA voltage tuning was more delicate at
low voltages. The lower count rate was due to the lower detection efficiency of the SSL detector we used
(see Appendix C). Additionally, the beam profile was less homogeneous than for higher beam energies. It
showed a divergent profile, the beam intensity was lower in the center than at the flanges. This had an
influence on the measured transmission for low beam energies. Thus, the active area measured for lower
beam energies seems to be lower than for higher beam energies.
When comparing the analyzer constants of the ESA electrodes, WAP and MC are similar, but the SC
has a larger kESA, implying that the positive applied voltage on the ESA hemisphere is smaller for ions
passing through the S-channel than for ions passing through the main channel. In Figure 3.14 one can
see that the ion trajectories through the S-channel have a different incident angle to the midplane of the
ESA than ions passing through the main channel, i.e., the elevation angle is larger (about 0.2◦)10.

9The median of the ESA voltage distribution was chosen instead of the maximum or the mean of the distribution, because
in flight the voltages applied to the electrodes are not scanned as fine as during calibration. The median ensures the most
likely transmission since the voltage distributions showed a slight asymmetry.

10To deflect ions entering the ESA with a positive incident angle, a lower ESA voltage is necessary, see geometric factor
measurements in Section 3.6 for comparison.
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FM1 FM2 FS
Channel Electrode Analyzer FWHM Analyzer FWHM Analyzer FWHM

constant constant constant
S-channel SCO-L 3.23(1) 10.40% 3.25(1) 10.64% 3.19(1) 10.40%

SCI-U 3.68(1) 13.20% 3.64(1) 10.75% 3.59(2) 13.80%
ESA 8.46(1) 6.35% 8.46(2) 6.26% 8.38(3) 6.12%

Main channel ESA 8.26(1) 6.12% 8.26(2) 6.48% 8.25(2) 6.30%
WAP ESA 8.25(4) 6.77% 8.26(1) 7.30% 8.28(1) 6.67%

Table 3.1: Overview of all analyzer constants (eV/eV) of FM1, FM2 and FS.

Figure 3.14: 3D SIMION simulations of the beam trajectories through the main channel (left side) and the S-
channel (right side). The ions passing through the S-channel enter the ESA with a larger incident angle than ions
passing through the main channel.
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Figure 3.15: Elevation angle scan for main channel (left plot) and S-channel (right plot), all flight models. E/q=3
keV/e, Ar+. A Gauss fit to the data is plotted for comparison.

3.4 Angular acceptance, deflection constants

3.4.1 General

The deflection plates of main and S-channel of PLASTIC are used to deflect ions into the aperture. In
flight the deflection plate voltage is changed in 32 steps to accept particles from −20◦ to +20◦.
The deflection constant, Equation 3.3, characterizes the relation between deflection plate voltage and
accepted angle for a given E/q. So for each set of deflection plates (MA-L and MA-U, SA-L and SA-
U respectively), the deflection constant had to be measured. At the same time the angular acceptance
ranges of all channels could be determined. This acceptance range is necessary to deconvolve the angular
distribution of the solar wind.
To derive the deflection constant the instrument was turned around the CASYMS beta angle axis (see
Figure 3.2), corresponding to the elevation angle axis of PLASTIC, but with opposite sign. In our case
the deflection voltage was applied to one of the two deflection plates and then the corresponding elevation
angle distribution was measured. The median of the distribution is the deflected angle for this given
deflection voltage. The fit function to calculate the median is the same as used for the ESA voltage scans,
see Appendix A. The deflected angles are plotted versus the deflection voltage, Figure 3.16 shows the main
channel measurements for E/q = 3 keV/e. Positive deflection voltage means always positive voltage on
the lower deflection plate. If the upper deflection plate is used, the voltage must have negative polarity.

3.4.2 Main channel and S-channel

For several beam energies the angular acceptance was measured when scanning the elevation angle, see
Figure 3.15, where an elevation angle scan for each model is plotted. The measured distributions for the
S-channel do not have the same median. There are two reasons for this shift. First the elevation angle of
the turntable cannot be determined better than to 0.1◦. And in addition, the shape and vertical position
(z-axis in Figure 3.2) can differ between the three models due to complicated fabrication of the slits. This
has to be considered during data analysis. See also later in Section 3.5 about the azimuthal angle response.
To get the deflection constant, the deflection angle for a given deflection plate voltages was measured, per-
forming an elevation angle scan. In Figure 3.16 the measured medians of the elevation angle distributions
are plotted as a function of the deflection plate voltage. For the S-channel measurements see Figure 3.17.
Both measurements were performed for beam energy E/q = 3 keV/e. The error bars shown on the plots
are the measured FWHM of the corresponding elevation angle scan. For the measurements presented
here, usually the lower deflection plate (MA-L and SA-L) was enabled, the upper one grounded.
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Figure 3.16: Main channel deflection angle versus deflection voltage of the lower deflection plate, MA-L. Deflection
measured for 3 keV/e beam. Red line: linear fit through data points.
From left to right: FM1, FM2 and FS

Figure 3.17: S-channel deflection angle versus deflection voltage. Deflection measured for 3 keV/e beam. Red line:
linear fit through data points.
From left to right: FM1, FM2 and FS
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Figure 3.18: Elevation angle scan for WAP. E/q=3 keV/e, Ar+

green line: Gauss fit; red line: fit using Equation (A.13)

FM1 FM2 FS
Channel Deflection angular Deflection angular Deflection angular

Constant FWHM Constant FWHM Constant FWHM
S-Channel 0.117(1) 0.37 0.114(1) 0.27 0.112(1) 0.27
Main Channel 0.128(3) 1.9 0.127(3) 1.8 0.126(7) 1.9
WAP – 3.2 – 3.1 – 3.2

Table 3.2: Overview of all deflection constants and angular acceptance ranges of FM1, FM2 and FS (deflection
constant ◦ keV/e V−1, angular acceptance in degrees)

3.4.3 Wide-Angle Partition

Since the WAP does not have deflection plates only the angular acceptance was determined. In Figure
3.18 the angular acceptance range is about 3◦, the whole acceptance range is more than 7◦, allowing to
cover a large part of the suprathermal ion angle distribution.

3.4.4 Summary angular acceptance and deflection constants

Like the analyzer constants, the deflection constants have to be well known. During flight, the deflection
voltage is applied related to the actual voltage of the ESA since the deflection angle depends on the
deflection plate voltage and the ion energy, i.e. for higher beam energy the deflection plate voltage must
be higher as well to deflect ions by the same angle. The deflection angle β is given by β = kdeflection

Vdeflection
Ekin/q ,

cf. Equation (3.3). The geometry of the deflection plates allows to deflect particles from −20◦ to 20◦ for
energies up to 43.2 keV/e, since the highest allowed DB voltage is 6800 V (0.127 · 6800

43.2 = 20◦).
The deflection constant is calculated using the slope of the linear regression curve y = a ·x+ b through all
measured deflected angles, weighted with their errors. Neglecting the intercept b, we find for the deflection
constant kdeflection = a ·E/q, with Equation (3.3) and a ·Vdeflection = βdeflection. The error of the deflection
constants is the error given by the linear regression. The relative error of the measured angles is calculated
as the square root of the sum of all relative errors squared of the factors of Equation (3.3). See Table 3.2
for all deflection constants and angular acceptance widths.
The deflection constants for all three models are in very good agreement, the difference between main and
S-channel is due to a slightly different geometry of the deflection plate. The angular acceptance is the
FWHM of the elevation angle distribution.
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3.5 Azimuthal response

3.5.1 General

For a complete characterization of the ion optical capabilities of the ESEA not only energy and angle
acceptance is crucial but also the azimuthal angle response. Since the instrument can be turned in the
CASYMS instrument chamber without moving the detector (theta axis in Figure 3.2) the ion optical
transmission as a function of the azimuth angle can be measured. For the measurements discussed in this
section the instrument is always turned around the theta axis. The center of the Solar Wind Sector is at
60◦.
For all measurements one has to keep in mind that the ion beam of the CASYMS facility is almost a
delta beam with very small energy and angular dispersion. When measuring the solar wind the energy
and angular distribution is much larger smearing out the clearly visible features in the measurements
discussed below.

3.5.2 Main channel and Wide-Angle Partition

A complete azimuthal scan was performed for the WAP and the main channel11, by measuring the ion
optical transmission through the ESEA as a function of the azimuthal angle. For FM1 and FS the
measurements were automated whereas for the FM2 the measurement was done manually. See Figure
3.19 for complete scans with constant elevation angle. In Figure 3.20 the intensity measurements are
shown compared to the mechanical structures of the ESEA. Below the polar plot of the transmission is a
bottom view of the ESEA, where the exit slit of the ESA can be seen. One can clearly see the dependence
of the transmission on the spokes and blockages of the ESEA. The lower transmission through the main
channel are due to a narrower aperture of the main channel.
For the FS the transmission measurement was expanded, an elevation angle scan was performed for each
azimuthal step, 171 azimuthal steps with step size 2◦ and 7 elevation angle steps with 0.5◦ step size, see
Figure 3.21. The transmission matrix reflects the broad angular acceptance of the WAP. In addition, one
can see that the maximum angle for WAP and MC are different.

3.5.3 S-channel

At the entrance of the S-channel, behind the two deflection plates, there are two small slits, SAD on
Figure 3.1, which reduce the ion transmission through the SC. They are not completely uniform, having a
slit width between 20 and 40 micrometers. A complete azimuthal and elevation angle scan was performed
for all three models, revealing the shape of the slits, see Figure 3.22. For FM1 and FS the azimuthal
response measurement was automated. An elevation angle scan was done between 35◦ and 85◦ azimuth,
every 2◦. For FM2 at seven different azimuth positions (43, 48, 54, 60, 66, 72, 77 degrees) an elevation
scan was done. The measurement for FM2 was performed on different days, therefore the intensity had
to be normalized to the beam intensity. The measurements for FM1 and FS were performed on one day,
the beam intensity was monitored but did not change more than statistically during the measurements.
The transmission response plot for FM1 shows a large dependence on the azimuthal angle. Since the solar
wind has a wider energy and angle distribution than CASYMS, where we have an almost parallel ion
beam, the transmission response matrix would be smeared out in flight. Nevertheless, an influence might
be seen. Also FS showed in the center of the Solar Wind Sector a lower transmission than on its flanges.
When comparing the SC of the three models, one would tend to select FM2 and FS for flight instead of
FM1 and FM2.

11Since the main channel and the WAP are on the same lateral position, both channels could be measured at the same
time.
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Figure 3.19: Azimuthal response of WAP and main channel. The center of the Solar Wind Sector is at 60◦.
Elevation angle for whole scans 0◦ (FM2 and FS) and 0.5◦ (FM1). The intensity difference is due to different
active areas of the three models.
From left to right: FM1, FM2 and FS

Figure 3.20: Azimuthal response of WAP and main channel. Elevation angle for whole scans 0◦ (FM2 and FS)
and -0.5◦ (FM1).
For comparison the exit slits of the ESEA are visible below the polar plot of the intensity. The intensity was
normalized for each model to its maximum value. All measurements were performed with a 3 keV/e Ar+ beam in
CASYMS chamber. SWS Solar Wind Sector.
From left to right: FM1, FM2 and FS

Figure 3.21: Azimuthal response of FS. The center of the Solar Wind Sector is at 60◦. 171 azimuthal steps, step
size 2◦, 7 elevation angle steps, step size 0.5◦.
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Figure 3.22: Azimuthal response of S-channel. The center of the Solar Wind Sector (SWS) is at 60◦. The inner
contour lines are at 60, 70, 80 and 90 %.
From left to right: FM1, FM2 and FS

3.6 Geometric factor, active area

The geometric factor and the active area are important to derive fluxes from the measured counts.
In addition, the geometric factor is an effective number to compare different plasma instruments like
STEREO/PLASTIC or SOHO/CELIAS/CTOF [32]. The geometric factor, in the definition used here
(Equation (3.5), for details see Appendix A), characterizes the angular and energy acceptance of PLASTIC.
In discrete form, the geometric factor is G = αSWS

∑N
i

∑M
j ∆θi

∆Ej

Ej
(Aact)ij (Eq. (3.6)), where the

beam energy Ej is stepped in M steps of step size ∆Ej , the elevation angle θi is stepped in N steps of
step size ∆θi. For each of the pairs (Ej , θi) the active area (Aact)ij is measured12. In the measurements
presented here, the step sizes ∆Ej and ∆θi were constant. The energy and elevation angle ranges were
selected to cover the whole acceptance range of the instrument at a certain tuning (for FM1 and FS 5
keV/e, FM2 3 keV/e). All measurements were performed in CASYMS, where we have a broad and parallel
beam, irradiating entirely the apertures of PLASTIC. While the geometric factor measurements for FM1
and FS were automated, the measurements for FM2 were done manually. The automated measurement
was always performed equally: The beam energy was stepped over a range where we completely cover
the energy acceptance of the the corresponding channel. For each energy a beam profile was measured to
get the beam flux.13 Then a complete elevation angle scan was performed. At each step the transmitted
signal was measured during an accumulation time T and the position information stored in 128×128 pixel
or 64× 64 pixel arrays.
The automated measurements were controlled by a PASCAL/FORTRAN program running on the Mi-
croVAX computer, steering the turntable and the beam energy, as well as reading out the data from the
SSL detector, see [56] for details on the CASYMS automatization.

3.6.1 Main channel

For FM1 and FS the geometric factor measurement was automated. The ESA electrodes were tuned to
accept 5 keV/e ions (VESA = ±300 V), beam intensity below 1 kHz/0.1 cm2. Then the beam energy was
stepped from 4 keV/e up to 6 keV/e in increments of 50 keV/e. For each energy step, an elevation angle
scan was performed, from -6.0◦ to +6.0◦ with step size 0.5◦. The data accumulation time for each angle
and energy step was 20 seconds. In Figure 3.23 all stored beam images are plotted for FS, for each energy
and angle step one image.
The FM2 measurements were performed manually. Unlike FM1 and FS, the beam energy was fix and the
ESA voltage was changed. Beam energy 3 keV/e, the ESA voltage was scanned from 140 V up to 215 V,

12Aact = n
Φ t

= nssl
Φ t ηssl

, where n number of counts during time t, Φ is the ion beam flux; nssl is the total number of counts

detected by a particle detector with detection efficiency ηssl, Equation (3.4).
13The profile was measured in two directions, y- and z-axis of the beam scanner in CASYMS instrument chamber, at 13

positions between y=-60 mm and y=+60 mm for z=0 mm and 13 positions between z=-60 mm and z=+60mm for y=0 mm.
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and an elevation angle scan in steps of 0.5◦ was performed at each ESA step. To get the same elevation
angle versus beam energy per charge contour plot, the data for the ESA voltage had to be converted into
energy per charge.14 See Figure 3.26 for contour plots of the transmission for all models. All measurements
were performed in CASYMS with an Ar+ beam.

3.6.2 S-channel

For all models the guiding electrodes (both ESA, SCO-L and SCI-U) were tuned for 5 keV/e ion acceptance
(VESA ' 300 V, VSCO−L ' −920 V and VSCI−U ' −835 V). The beam intensity was much higher than for
the main channel, about 20 kHz/0.1 cm2. As for the main channel of FM1 and FS, the energy was changed
in steps of 40 eV/e from 4400 eV/e up to 5600 eV/e. For each energy step an elevation angle scan was
performed from -0.6◦ up to +0.6◦ for FM2 and FS, from -1.0◦ up to +0.4◦ for FM1, with a step size of 0.05◦

for all models. The data accumulation time for each angle and energy step was 30 seconds. In Figure 3.24
all stored beam images are plotted for FS, for each energy and angle step one image. The measurements
for FM1 and FS were automated (see main channel), the FM2 measurement was performed manually,
but the procedure was the same. See Figure 3.27 for all models. All measurements were performed in
CASYMS using an Ar+ beam.
The ion beam of the CASYMS beam facility is almost monochromatic and parallel, with a very small
angular dispersion of about 0.2◦. The angular acceptance of main channel and WAP is much larger than
this dispersion, unlike the S-channel, where the angular acceptance measured in CASYMS is about 0.3◦.
Assuming a Gaussian angle distribution, the deconvolved distributions of ion beam and instrument, i.e. the
FWHM of the beam and the instrument acceptance, are similar. This means that we might exaggerate the
instrumental angular acceptance, since we mainly map the beam distribution. This affects the calculation
of the geometric factor. But the calculation of the active area of the S-channel is correct, considering the
high beam flux and the entire irradiation of the S-channel aperture. The angular and energy acceptance
contour plot could have a smaller elevation angle acceptance, reducing also the geometric factor. But the
uncertainty due to beam flux fluctuation and low count rates on the SSL detector is comparable to the
influence of the too wide angular acceptance, assuming a instrumental acceptance of 0.2◦. Additionally,
the geometric factor measurements are performed at a certain azimuthal angle. One has to keep in mind
that the transmission depends on the azimuthal position, see Figure 3.22. The transmission varies for a
given elevation angle and energy significantly over the whole azimuthal acceptance range.

3.6.3 Wide-Angle Partition

As for the two other channels, for FM1 and FS the geometric factor measurement was automated. For
FM2 the measurement was done manually.
For FM1 and FS the ESA electrodes (ESA-I/ESA-O) were tuned for a beam energy of 5 keV/e. The
beam intensity was below 1 kHz/0.1 cm2 to prevent saturation of the SSL detector. The beam energy was
changed from 3.8 keV/e to 6.2 keV/e in steps of 70 eV/e. The step size of the elevation angle scan was
0.7◦. For each step data was accumulated during 20 seconds. In Figure 3.25 all signal images for FS are
plotted.
For FM2 the procedure was similar to the one explained above for the main channel. The ESA voltage
was changed between 135 V and 216 V in 2 V steps, the elevation angle between -7.0◦ and 9.5◦ in 0.5◦

steps.
See 3.28 for contour plots of all models. All measurements were performed in CASYMS, for FM1 and
FM2 an Ar+ beam was used, for FS a He+ beam.

14Increasing the ESA voltage at a defined beam energy has the same effect as decreasing the beam energy for a given ESA
voltage. So, to convert the ESA voltage into beam energy, the difference of the tuned ESA voltage to the nominal ESA voltage
(i.e. for E/q = 3.0 keV/e VESA = ±180 V) times the analyzer constant kESA times 2 must be added to the beam energy per
charge (when the ESA voltage is lower than the nominal ESA voltage) or subtracted from the beam energy per charge (when
the ESA voltage is higher than the nominal ESA voltage). E.g., (180 V−160 V)× kESA × 2 + 3000 eV/e= 3330 eV/e.
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Figure 3.23: FS main channel SSL images of the geometric factor measurement. The instrument was tuned for
E/q = 5 keV/e and the beam energy was increased in steps of 50 keV/e from 4000 keV/e up to 6000 keV/e. For
each beam energy the elevation angle was changed in steps of 0.5◦ from -6◦ to +6◦. Accumulation time was 20
seconds.
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Figure 3.24: FS S-channel SSL images of geometric factor measurement. The instrument was tuned for
E/q=5 keV/e. The beam energy was increased in steps of 40 keV/e from 4400 keV/e up to 5680 keV/e. For
each beam energy the elevation angle was turned in steps of 0.05◦ from -0.6◦ to +0.6◦. Accumulation time was 30
seconds.
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Figure 3.25: FS WAP SSL images of the geometric factor measurement. The instrument was tuned for
E/q=5 keV/e. The beam energy was increased in steps of 70 keV/e from 3600 keV/e up to 6400 keV/e. For
each beam energy the elevation angle was turned in steps of 0.7◦ from -9.8◦ to +9.8◦. Accumulation time was 20
seconds.
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FM1 FM2 FS
Channel Azimuthal Position
S-Channel 0 1.41(4) · 10−3 1.50(4) · 10−3 0.91(3) · 10−3

Main Channel 0 8.9(7) · 10−1 7.5(5) · 10−1 7.8(3) · 10−1

WAP -90 8.2(3) · 10−1 – –
-180 1.12(8) 9.4(4) · 10−1 1.02(5)
-38.5 4.7(2) · 10−1 – –

Table 3.3: Active area of each channel (in cm2).
FM1 and FS measured at E/q=5 keV/e, MC and WAP FM2 at E/q=3 keV/e. SC FM2 at E/q=5 keV/e

3.6.4 Summary active area

For each channel and model, the highest value of the transmission matrix is taken as the active area. In
Table 3.3 all active area values are listed. Comparing the three apertures, it is obvious that the main
channel has a much larger transmission than the S-channel. This fulfills the design goal of the S-channel
as being suitable for protons and alpha particles. The WAP has a slightly larger active area, what can be
explained by the larger aperture, see the elevation angle scan in Figure 3.18. Since the two models which
finally fly, should be as similar as possible, the comparison between the three models is interesting. Main
channel and WAP show no larger discrepancies, but for the S-channel, the flight spare has a much smaller
active area than the two other models. The reason is that the two slits of the FS S-channel are smaller
than the slits of the two older models. This can also be seen when comparing the azimuthal response
plots, Figure 3.22, where the FS has the smallest elevation angle acceptance range. Depending on the
azimuthal position the active area for a given ESA voltage and deflection step can vary by a factor of
1.5. Summarizing, it can be concluded that the S-channel is the most difficult channel to describe. Due
to the very small elevation acceptance a small deviation has a rather big impact on the transmission.
However, the solar wind is neither perfectly parallel nor monochromatic, smearing out the expected count
rate distribution over the deflection and ESA voltage steps.
The large calculated error for WAP and MC is mostly due to the large error of the measured beam intensity
(relative error about 10 %) and for the S-channel also the smaller measured signal contributes. For all
measured data the absolute error was taken as

√
measured value. The beam intensity is the weighted

average of the seven innermost measured points during the beam scan. As error for each of this data
points the Poisson error was taken.
The total relative error of the active area is the square root of the sum of the relative errors of each factor
squared (see Equation (3.4)).

3.6.5 Summary geometric factor

For all channels and instruments the geometric factor is listed in Table 3.4. The geometric factor is
always calculated for a 45◦ sector, allowing to compare all channels. The WAP has a wide elevation angle
acceptance, whereas the S-channel has a very narrow angular acceptance due to the two very small slits
(SAD, see Figure 3.1) at the entrance of the S-channel. The energy acceptance is comparable for all three
channels, thus it has only a small influence on the geometric factor. The relation between energy and
elevation angle acceptance is clearly visible from the transmission plots of main channel and WAP, e.g.,
the accepted elevation angle depends on the E/q acceptance tuning and vice versa. The S-channel does
not show such a relationship. The S-channel accepts only incident ions parallel to the line of sight through
the two slits. This restricts the ion transmission through the S-channel very effectively.
Comparing the instruments, one sees that the WAP and the main channel geometric factors do not differ
much for all three models. However, the S-channel geometric factor for the flight spare is significantly
smaller than for FM1 and FM2. The reason for this is the same as for the active area. The S-channel
slits of FS are smaller than for the two flight models. This is also visible in Figure 3.22 where the angular
acceptance of the SC is shown. (The width of the FS slits is about half of the width of FM1 and FM2.)
The geometric factor plots, Figure 3.27, support this observation. The energy acceptance is similar for all
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Figure 3.26: Main channel geometric factor , beam energy E/q = 5 keV/e for FM1 and FS, beam energy 3 keV/e
for FM2, Ar+ beam for all models, energy normalized to 1000 keV/e. The contour line without label is at 90 % of
maximum intensity.
From left to right: FM1, FM2 and FS

Figure 3.27: S-channel geometric factor, beam energy E/q=5 keV/e for FM1, FM2 and FS, He+ beam for FM1,
Ar+ beam for FM2 and FS, energy normalized to 1000 keV/e. The contour line without label is at 90 %.
From left to right: FM1, FM2 and FS

Figure 3.28: WAP geometric factor, beam energy E/q=5 keV/e for FM1 and FS, beam energy 3 keV/e for FM2,
Ar+ beam, energy normalized to 1000 keV/e. The contour line without label is at 90 %.
From left to right: FM1, FM2 and FS
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FM1 FM2 FS
Channel Azimuthal Position
S-Channel 0 6.0(5) · 10−7 6.3(4) · 10−7 3.2(3) · 10−7

Main Channel 0 3.15(4) · 10−3 2.52(4) · 10−3 2.41(3) · 10−3

WAP -90 8.35(6) · 10−3 – –
-180 6.82(7) · 10−3 6.44(6) · 10−3 6.39(6) · 10−3

-38.5 3.19(3) · 10−3 –

Table 3.4: Geometric factor of each channel (in cm2 eV/eV sr per 45◦ sector)
FM1 and FS were measured at E/q = 5 keV/e. FM2 for E/q = 3 keV/e except for SC, there E/q = 5 keV/e. For
FM1 S-channel and WAP at -38.5◦ a He+ beam was used, for all other an Ar+ beam.

FM1 FM2 FS
Channel FWHM
S-Channel Energy acceptance (eV/eV) 0.07 0.07 0.07

Angular acceptance (◦) 0.35 0.32 0.25
Main Channel Energy acceptance 0.12 0.12 0.12

Angular acceptance 4.0 4.0 4.0
WAP Energy acceptance 0.18 0.18 0.18

Angular acceptance 7.0 7.2 7.0

Table 3.5: Acceptance range for energy and angular acceptance plot. Full width half maximum of the transmission
matrix (active area). ∆E/E0 and ∆θ for the elevation angle θ.

three models, the energy acceptance of the S-channel is even comparable to the energy acceptance of the
main channel at a given elevation angle, whereas the elevation angle acceptance is smaller for FS than for
FM1 and FM2. The overall angular and energy acceptance ranges (FWHM of the contours, projected on
the respective axis) are in Table 3.5, giving an impression of the total acceptance of the various channels.
The calculated error is mostly due to the beam variations, especially at low energies (∆Ibeam

Ibeam
= 0.1). The

error of the geometric factor is calculated as the square root of the sum of all absolute errors squared of
the terms in the sum (see Equation (3.6)). For more details see active area.
Looking at the S-channel energy and angular acceptance plots of the three models (Figure 3.27 and Figure
3.22), I would choose FM2 and FS as flight instruments, since they have similar energy and angular
acceptance ranges. Looking at the values for the geometric factor or active area, one should chose FM1
and FM2. But since it is easier to deal with two different factors than with different geometry I would
favor FM2 and FS.
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3.7 Gate functionality

3.7.1 General

To prevent the more abundant particles in the solar wind like hydrogen and helium to enter the main
channel and possibly saturate the detectors the particles must be deflected that these particles pass
through the S-channel. When the S-channel is activated (negative voltage applied to SCI-U and SCO-L
electrodes), all particles entering the main channel must be deflected by the Gate Electrode MG-L, which
is connected to the SCO-L electrode. In flight the IDPU switches to the S-channel as soon as the count
rate is higher than a predefined threshold value, see Section 1.3.

3.7.2 Measurements

General

Particles can influence the measurements in two ways:

1. When the S-channel is activated no particles should pass through the main channel. Therefore, it
must be measured, how many particles enter the main channel and are counted at the exit slit of
the ESEA, when negative voltage is applied to the gate electrode.

2. When the S-channel is switched off, no particles should pass through the S-channel. Therefore, it
must be measured, how many particles pass through the S-channel by reflection.

To give a good approximation of the gate suppression, two kinds of experiments were performed:
(1) Measuring the flux through the main channel, when a finite potential is applied to the gate electrode
and (2) measuring the flux through the disabled S-channel. These count rates were then compared to the
count rates in regular measurement mode. To ensure best statistics the apertures were irradiated with a
very high beam flux, up to 200 kHz/0.1 cm2 for high beam energies.

Particles entering main channel when S-channel enabled

This measurement was performed as follows:

• Finite potential is applied to the gate electrode (MG-L), all other electrodes except for the ESA
electrodes (ESA-I and ESA-O) are grounded.

• Intensive particle beam of various energies enters the main channel aperture.

• Long time measurements were done counting particles, which exit the ESA hemisphere. This was
done for different elevation angles.

• Reference measurements through S- and main channel were performed.

For FM2 and FS both the angle dependence and the energy dependence were tested. First the elevation
angle was scanned at a given beam energy. After that measurements with different beam energies were
performed for the angle with highest gate signal. See Figures 3.29 and 3.30 for the measurements. The
elevation angle for maximum gate signal of about 18◦ was also found by simulations.
Only a range of the detector image was used as gate signal (ROI1) for the calculation. For the same
measurement also a reference range (ROI2) was selected. Then the ratio of the gate signal to the S-
channel signal at 3 keV/e was calculated. All measurements were normalized by the beam intensity.

NGate

NSC
< 1.5 · 10−3 (3.7)

NGate

NMC
< 3.0 · 10−6 (3.8)

This shows that even a very weak signal through the S-channel should not be disturbed by particles
entering the gated main channel. In addition, the number of counts is not larger than the noise level of
the used MCP detector.
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Figure 3.29: FM2 gate test angle and energy scan. The angle scan was done at a beam energy of 3 keV/e. The
beam energy scan was performed at an angle of 19◦. For the energy scan the ratios are normalized by the beam
energy. For low energies the beam intensity is underestimated.

Figure 3.30: FS gate test angle and energy scan. The angle scan was done at a beam energy of 5 keV/e. The beam
energy scan was performed at an angle of 17◦. For the energy scan the ratios are normalized by the beam energy.
For low energies the beam intensity is underestimated.
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Figure 3.31: To measure the flux of particles through the disabled S-Channel the Main Channel was blocked by a
plate. This experiment was performed in CASYMS with a very intense beam.
For several ESA voltage tunings the beam energy was varied. The gate (solid line) and background (dashed line)
signal was normalized by the beam intensity. Even at the maximum signal (VESA = 60 V and E/q = 0.5 keV/e.
The signal is not larger than for other beam energies, but the beam intensity was much lower. The beam intensity
measurements at these low beam energies have a large uncertainty because the beam profiles are not flat.) the ratio
NSC,refl

NSC
is smaller than 0.005. The normalized SC signal is 4100 cps.

Particles entering the disabled S-channel

To measure the particle flux through the disabled S-channel the main channel was physically blocked to
prevent particles from entering the main channel, see Figure 3.31. Another measurement was performed
in the MEFISTO instrument chamber, where a very intense pencil beam was directed onto the S-channel.
The spot size of the pencil beam in MEFISTO is about 2 cm in diameter, so no particles enter the main
channel at the same time.
To measure the ratio of particles that still enter the S-channel to the number of particles expected passing
through the main channel, the flux through the S-channel was counted and extrapolated to the main
channel flux (NMC ' NSC ·

AAct,MC

AAct,SC
).

Measurements in MEFISTO gave the following suppression ratio:

NSC,refl

NMC
≤ 10−7 (3.9)

The measurement in CASYMS was performed for several beam energies and ESA voltage tunings (see
Figure 3.31). The measurements gave the following minimum suppression ratio:

NSC,refl

NSC
< 5 · 10−3 (3.10)

NSC,refl

NMC
< 1 · 10−5 (3.11)

This value is an upper limit because the measurement depends strongly on the beam intensity measure-
ment. Due to a not flat beam profile (minimum in the center), the beam intensity for low energies tends
to be underestimated. This results in a higher normalization factor.
In addition, the measurement was always in the same order of magnitude as the noise level of the used
MCP detector.
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3.7.3 Summary and Conclusions

It could be shown that the measured signal was always smaller than the noise level of the used MCP
detector. Neglecting the noise, the calculated ratios were below the statistical relevant values. So it can
be stated:

• The gate electrode MG-L deflects effectively the particles entering the main channel when the S-
channel is enabled.

• The signal of particles passing through the main channel is not influenced by particles entering the
disabled S-channel.

3.8 Instrument function for PLASTIC entrance system/energy ana-
lyzer

The determined numbers and instrument response measurements allow to calculate the incoming solar
wind flux from the measured count rate. It has to be noticed that all calibration measurements were
performed with a parallel, almost monochromatic beam (∆φ < 0.2◦ and ∆E

E ≤ 0.01). But the solar wind
has a kinetic temperature, which has to be considered. So the measured acceptance of the entrance system
(active area Aact, see Section 3.6) from calibration data has to be convolved with the actual solar wind
distribution:

Aact,SW (v, α, β) = Aact,CAL ∗ F ∗
SW (v, α, β) (3.12)

where F ∗
SW = FSW /n is the normalized solar wind distribution. The solar wind distribution FSW is

assumed to be a three-dimensional Maxwellian distribution characterized by the kinetic temperature T
and the bulk velocity vb. The solar wind distribution is then given by:

F i
SW (v) = ni

( mi

2πkBTi

) 3
2 exp

(
−

mi(v − vb,i)2

2kBTi

)
(3.13)

with ni the density, Ti the temperature and vb,i the bulk velocity of an ion species i. According to

investigations and data analysis of previous mission, the thermal velocity vtherm =
√

2kBTi
mi

of the solar
wind does not depend on the mass, meaning the temperature is proportional to the mass of the ion [61]:
vtherm,i = vtherm.
The active area expected for a given solar wind distribution is then given by Equations (3.12) and (3.13):

Aact,SW (v) =
∫

R3

Aact,CAL(w)F ∗
SW (v −w)d3w (3.14)

For spherical coordinates it follows:

Aact,SW (v, α0, β0) =
∫

R

∫ 2π

0

∫ π

0
Aact,CAL(w,α, β)F ∗

SW (v − w,α0 − α, β0 − β)w2 cos βdwdαdβ

In Figure 3.32 angular and energy acceptance contour plots are shown for different solar wind conditions.
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Figure 3.32: Active area of main channel convoluted with different solar wind types, He+ ions at 400 km/s. From
top left to bottom right:
Active area measurement in CASYMS.
Active area convoluted with cold solar wind, vSW = 400 km/s, vth = 1 km/s.
Active area convoluted with normal solar wind, vSW = 400 km/s, vth = 25 km/s.
Active area convoluted with warm solar wind, vSW = 400 km/s, vth = 40 km/s.
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3.9 Summary and conclusions

3.9.1 Results

In the following tables all measured instrument parameters are summarized.

FM1 FM2 FS
Channel Electrode Analyzer FWHM Analyzer FWHM Analyzer FWHM

constant constant constant
S-channel SCO-L 3.23(1) 10.40% 3.25(1) 10.64% 3.19(1) 10.40%

SCI-U 3.68(1) 13.20% 3.64(1) 10.75% 3.59(2) 13.80%
ESA 8.46(1) 6.35% 8.46(2) 6.26% 8.38(3) 6.12%

Main channel ESA 8.26(1) 6.12% 8.26(2) 6.48% 8.25(2) 6.30%
WAP ESA 8.25(4) 6.77% 8.26(1) 7.30% 8.28(1) 6.67%

Table 3.6: Analyzer constants (eV/eV)

FM1 FM2 FS
Channel Deflection angular Deflection angular Deflection angular

Constant FWHM Constant FWHM Constant FWHM
S-Channel 0.117(1) 0.37 0.114(1) 0.27 0.112(1) 0.27
Main Channel 0.128(3) 1.9 0.127(3) 1.8 0.126(7) 1.9
WAP – 3.2 – 3.1 – 3.2

Table 3.7: Deflection constants and angular acceptance ranges (deflection constant ◦ keV/e V−1, angular acceptance
in degrees)

FM1 FM2 FS
Channel Azimuthal Position
S-Channel 0 1.41(4) · 10−3 1.50(4) · 10−3 0.91(3) · 10−3

Main Channel 0 8.9(7) · 10−1 7.5(5) · 10−1 7.8(3) · 10−1

WAP -90 8.2(3) · 10−1 – –
-180 1.12(8) 9.4(4) · 10−1 1.02(5)
-38.5 4.7(2) · 10−1 – –

Table 3.8: Active area of each channel (in cm2).

FM1 FM2 FS
Channel Azimuthal Position
S-Channel 0 6.0(5) · 10−7 6.3(4) · 10−7 3.2(3) · 10−7

Main Channel 0 3.15(4) · 10−3 2.52(4) · 10−3 2.41(3) · 10−3

WAP -90 8.35(6) · 10−3 – –
-180 6.82(7) · 10−3 6.44(6) · 10−3 6.39(6) · 10−3

-38.5 3.19(3) · 10−3 –

Table 3.9: Geometric factor of each channel (in cm2 eV/eV sr per 45◦ sector)



3.9 Summary and conclusions 59

3.9.2 Conclusions

I have discussed the ion optical calibration of the entrance system/energy analyzer of the PLASTIC
sensor on STEREO. There are two flight models (FM1 and FM2) and a flight spare (FS) which had to
be calibrated. Each of the three was carefully tested and calibrated and showed perfect functionality.
Comparing the three models, the following can be concluded:

• All three models fulfilled the design goals as it is shown in Table 3.10.

• The analyzer constants are all similar for all three apertures. This has the advantage that the setting
are similar for all models in flight. Particles passing through the S-channel enter the energy analyzer
at a higher position (y coordinate in Figure 3.2) and under a different angle than those coming from
the main channel. This explains the difference between the two corresponding analyzer constants.

• The angular deflection constants are similar, too, for all models. The geometry of the deflection
plate allows full covering of ±20◦ for ion energies up to E/q = 43.2 keV/e.

• All three models have similar active areas and geometric factors for the main channel and the WAP.
When comparing the angular and energy acceptance (Figures 3.26 and 3.28) and the azimuthal
angle response (Figure 3.19) the acceptance ranges are similar and the transmission matrices have
comparable shapes. This ensures that the models have the same transmission in flight. Although
the value for the active area and the geometric factor may differ, the overall acceptance is the same.
The measured counts can more easily compared between the two instruments in space.

• The azimuthal acceptance of the WAP shows all mechanical features. All blockages are mapped,
see in Figure 3.20. Nevertheless, in solar wind the beam has a spread in energy and angle, thus the
features will be smeared out.

• The S-channel active areas and geometric factors differ more for all three models. Looking only at
the measured values, FM1 and FM2 are very like, the transmission of FS is much smaller. The slits
of FS are much narrower than the slits of FM1 and FM2. But comparing the angular and energy
acceptance (Figure 3.27) and the complete angular transmission matrices of the S-channel (Figure
3.22) FM2 and FS show stronger similarity. However, the active area of the S-channel and the
geometric factor are much smaller than requested (design goal) or expected from simulations. This
reduces the transmission through the S-channel significantly. The reason is that the manufacturer
achieved the design specifications very well (20 µm slit width).

• Generally, all three channels for all three calibrated instruments show a very good agreement. Con-
traves Space AG in Zürich did a very good job in manufacturing all three instruments.

The calibration process was a very long and repetitive process. But since we now know the instrument
response very well, this will help during the data analysis from flight data. Anyway, the ESEA is only a
part in the complicated transmission process. But because the part below the ESEA is the same for main
and S-channel the understanding of the ESEA transmission is crucial for the deconvolution of the solar
wind measurements. It is important to keep in mind that the beam used for calibration measurements
in the CASYMS ion beam facility is an almost parallel monochromatic beam, allowing to map all the
instrument features.
All information gathered during the calibration process is collected in plots or tables in this chapter or
available in ascii format on the STEREO server, see Appendix E.



60 Calibration of the PLASTIC ESEA

Solar Wind Sector Wide Angle
S-Channel Main Channel Partition

Measured Species H, He He - Fe H - Fe
Energy Range [keV/e] 0.2 - 15 0.2 - 100 0.2 - 100
∆E/E
Goal 0.06 0.06 0.13
Simulation 0.06 0.06 0.06
EQM 0.06 0.06 0.07
FM1 0.06 0.06 0.07
FM2 0.06 0.06 0.07
FS 0.06 0.06 0.07
Geometrical Factor per 22.5◦

sector [cm2 · sr · keV/keV]
Goal 3 · 10−6 2.5 · 10−4 2.2 · 10−3

Simulation 5 · 10−6 2.4 · 10−3 3.5 · 10−3

EQM
FM1 3 · 10−7 1.5 · 10−3 3 · 10−3

FM2 3 · 10−7 1.2 · 10−3 3 · 10−3

FS 1.5 · 10−7 1.2 · 10−3 3 · 10−3

Active Area [cm2]
Goal ∼ 10−3 ∼ 1 –
Simulation 1.2 · 10−2 1.4 1.68
EQM 4.53 · 10−3 0.99 1.31
FM1 1.4 · 10−3 0.9 1.12
FM2 1.5 · 10−3 0.8 0.94
FS 0.9 · 10−3 0.8 1.02
Instantaneous Field-of-View
Goal 45◦ × 1.5◦ 45◦ × 2◦ 315◦ ×±7◦

all FM 45◦ × 0.3◦ 45◦ × 2◦ 315◦ × 3◦

Analyzer Constant [eV/eV]
Simulation 8.334 8.127 8.127
EQM 8.47 8.35 8.23
FM1 8.46 8.26 8.25
FM2 8.46 8.26 8.26
FS 8.38 8.25 8.28
Deflection Constant [◦ (keV/e) ·V−1]
Simulation 0.0981 0.125 –
EQM 0.114 0.129 –
FM1 0.117 0.128 –
FM2 0.114 0.127 –
FS 0.112 0.126 –

Table 3.10: Goals for PLASTIC instrument compared with measurements. Simulation data from [2], EQM from
[7].
Instantaneous Field-of-View: Accepted angular range for each sweeping step



Chapter 4

Novel floatable detection system:
LaserCEM

4.1 Introduction

The now existing detector systems like micro channel plate (MCP) detector or channeltron (CEM) de-
tectors, that are widely used in space science, are difficult to operate at high voltage bias. The difficulty
arises from bringing a small electrical signal in the mV range across a potential drop of several kV or even
tens of kV. Flight instruments, e.g., PLASTIC, very often have a post-acceleration path after the energy
analyzer that results in the MCP or CEM being operated at the post-acceleration potential. To be able to
test the ion optical characteristics of such an energy analyzer either the complete flight instrument must
be tested or a floatable particle detector on the post acceleration voltage must be used.
The largest difficulty is to transmit the detection signal to ground. In the detection system described
here an optical fibre was used to transmit the signal from post-acceleration potential to ground potential.
On the detector side we convert the signal into an optical signal using a VCSEL laser diode, and feed it
into an optical fibre leading down to ground potential. On the ground side the optical signal is converted
back to an electrical signal that can be used as a digital signal or an analog signal. The challenge of such
a system is that a laser diode, that produces the light pulse, has a certain current threshold. Thus, the
electrical signal from the particles must overcome this threshold to trigger the laser diode.
Before the now existing detector LaserCEM II has been developed, several detector types had been de-
signed and constructed at the University of Bern. In [69] a detector is described where three microchannel
plates are stacked to produce a current that is high enough to overcome the threshold of the used laser
diode. Other setups were designed with batteries to provide a DC bias current a little bit below the
threshold, so that the signal pulse from the detector exceeds the threshold of the laser diode much more
easily.
In the present application a CEM was chosen because it is simpler to use and more robust than a MCP
stack. Also for the CEM there is the problem that the delivered current pulse is too low to overcome the
laser diode threshold. To amplify the current pulse several concepts were developed. In the last design
coils were used as a transformer to amplify the pulse.
The novel instrument is a joint development of Martin Wieser, Peter Wurz, Jürg Jost, Martin Sigrist,
Kurt Bratschi and Reto Karrer, all at that time working at the University of Bern.

4.1.1 Instrumentation

The main idea of the LaserCEM is to use a Channel Electron Multiplier (CEM)1 for particle detection. A
CEM delivers a charge pulse of about 107 e per registered particle (i.e., a current pulse). Unfortunately,

1The Channel Electron Multiplier (CEM) used in the setup discussed here is from the company Dr. Sjuts Optotechnik
GmbH, Germany. The type is KBL 25 RS, see Figure 4.2.
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the amplitude of the current pulse is not enough to trigger a laser diode2 and a suitable amplification is
needed. The laser pulse from the laser diode is then transmitted to a counter on ground potential. The
whole assembly with CEM and laser diode can be floated up to 30 kV. Additionally, a grid is mounted
in front of the CEM aperture to minimize field effects at the CEM aperture. For a schematic of the
LaserCEM setup see Figure 4.1.
Particles entering the CEM (see Figure 4.2) produce secondary electrons that are accelerated towards

Figure 4.1: Electrical schematic representing the measuring setup. The particles enter the CEM on the right
side, the signal current amplitude is amplified by a 2:1 transformer and fed to the laser diode. The laser pulse is
transmitted through a fibre to the counter on ground potential. The whole setup can be floated up to ±30 kV, the
CEM voltage can be controlled separately.

Figure 4.2: The CEM KBL 25 RS from Dr. Sjuts Optotechnik GmbH

the end of the biased cone initiating an electron avalanche. Depending on the CEM operation voltage
the electron avalanche consists of 106 to . For a pulse width of about 3 ns we get a current pulse of
I = 106·1.6·10−19e

3·10−9s
≈ 5 · 10−5 A or 5 · 10−3 A for 108 electrons. Since we want to operate the CEM at

2Laser diode for LaserCEM I: Type 2.5 Gbps Pigtailed 850 nm MM VCSEL 50/125 µm from Avalon Photonics Ltd.,
Zrich, Switzerland. Current threshold ∼ 2 mA.
Laser diode for LaserCEM II: L2H-P790-LD-SM-L-3 from Laser2000 GmbH, Germany. Current threshold ∼ 1 mA.
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Figure 4.3: LaserCEM I: The laser diode is visible on the left image, with the optical fibre (blue) directly attached.
Right image: The edges of the box containing the printed circuit board are rounded to optimize for high voltage
operation.

the lowest possible operation voltage (to preserve life time) a typical useful current pulse amplitude is
about 1 mA. The current pulse arriving at the exit of the CEM is guided to the transformer were the
current pulse is amplified by a factor two. The pulse current reaches the laser diode. The laser pulse from
the laser diode is transmitted through an optical fibre out of the instrument chamber. In our setup, the
optical signal is converted into an analog signal, which can be counted with a counter or registered with
an oscilloscope.
The power supply used for both versions of the LaserCEM has one high voltage input (for the HV bias)
and two high voltage outputs. One for the bias voltage (Float voltage) and a second output (CEM voltage)
for the CEM bias voltage, where the provided CEM voltage is the sum of the CEM bias voltage and the
float voltage, U = UCEMbias + UFloatvoltage.

4.1.2 Overview: Test and calibration experiments

At the beginning a prototype instrument was build, which is not discussed here. The first instrument
used for calibration measurements was the LaserCEM I. The following instrument, LaserCEM II, has a
new design and additional high voltage protection shield of the sensitive laser diode. But the concept
described in the section above is the same for both LaserCEM.

4.2 LaserCEM I

LaserCEM I, see Figure 4.3, is the first detector of this kind that was used in STEREO/PLASTIC
calibrations. The first measurements were performed for the IBEX Lo prototype (see [62]). After that the
LaserCEM was used for ion optical calibration measurements with post-acceleration voltage for PLASTIC
ESEA, see Chapter 5. It allowed a high voltage bias up to 15 kV. The mechanical design is simpler than
the design of the successor LaserCEM II where the laser diode is better protected against high voltage
discharge. During measurements for IBEX, the laser diode of LaserCEM I was destroyed during a high
voltage discharge. To prevent such damage the novel design of the LaserCEM II detector included a
faraday cage protecting the laser diode, see Figure 4.7.

4.2.1 Detection efficiency

While the LaserCEM I was used, the detection efficiency decreased dramatically with time. The reason is
that the surface of the CEM is cleaned when pumping the instrument chamber. The secondary electron
yield depends on the cleanliness of the impinged surface, since the work function of the surface is lower
for a dirty surface. Moreover, the CEM had to be operated at large operation voltage what led to fast
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degradation of the CEM gain.
When using the LaserCEM I for PLASTIC ESEA measurements, it was also used for beam spot mapping
after the post-acceleration path, see Section 5.3.7. To map the focused beam spot after the PLASTIC
entrance system, the detector must be moved but neither the beam spot nor the ion optical path through
the instrument must be changed. To achieve this, the detector and the instrument have to be turned in
opposite directions, see Figure 4.4 for explanation.
Mapping the beam spot with the entire CEM aperture gave surprising results (see Figure 4.5). In the

Figure 4.4: Turning procedure with open aperture:
Left: Alpha = 0◦, theta = −11◦ (At this theta position the focused beam passes through the center of a TOF
structure aperture which is 22◦ wide. There is a spoke at theta = 0◦ .)
Middle: Alpha = 0◦, theta is turned by +5◦, theta = −6◦; the focused particles hit the detector at the same location
as on the left picture.
Right: Turning alpha by −5◦, Alpha = −5◦, theta = −6◦

The particles pass now through the same TOF structure position as on the left picture, but they hit another position
on the detector. The instrument and the detector are shifted to the right by approximately 5 mm.
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Figure 4.5: Mapping of beam profile with open aperture. Measured data with fitted lines (see text for explanations)

center where the signal was expected to be highest a drop in intensity was observed. The reason for
this inhomogeneity seems to be the different detection efficiency of the CEM. In the middle the detection
efficiency is very low, possibly due to the hole in the center of the CEM or due to different aging of the
CEM surface. Three mathematical functions to model this effect were applied to the data:

1. Linear Efficiency Model:
linear efficiency drop from the sides to the center, L(x) =

(
(a|x| + b)χ[−x0,x0](x)

)
, where a and b
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are parameters of the linear function, x0 is the radial distance from CEM center and χ[−x0,−x0] is 1
for x ∈ [−x0,−x0] and 0 else. (See eq. (A.14) in Appendix A)

2. Quadratic Efficiency Model:
quadratic efficiency drop from the sides to the center, Q(x) =

(
(ax2 + b)χ[−x0,x0](x)

)
, where a and

b are the parameters of the quadratic function and χ[−x0,−x0] as defined above. (See eq. (A.15) in
Appendix A)

3. Hole Efficiency Model:
homogeneous efficiency over the whole surface except the center part (1 to 2 mm in diameter). In
the center the detection efficiency was considered at least ten times smaller than on the sides, the
hole is described with two characteristic functions: H(x) =

(
χ[−a,−b](x) + χ[b,a](x)

)
, where a and b

are the radial positions of the hole and χ[−x0,−x0] as defined above. (See eq. (A.16) in Appendix A)

All three models gave reasonable good agreement with the measurements and we cannot favor one. So
the conclusion was that the efficiency difference could be due to a mixture of different detection efficiency
and aging of the surface. To prove this and also to minimize the influence of different efficiency, a slit
was mounted in front of the CEM aperture, see Figure 4.6. With a slit aperture in front of the CEM the
influence of the detection position could be minimized at the prize of detection area, see Section 5.3.7.

Figure 4.6: LaserCEM I with two copper plates establishing a slit aperture.

4.3 LaserCEM II

The most important improvement to older versions of the LaserCEM detector, is the faraday cage pro-
tecting the very sensitive laser diode against discharge from the detector box. Also a new laser diode type
is used with a lower current threshold. Additionally, the detector has got a longer and less wide housing
than its predecessor. This has the further advantage that it is easier to mount when space is restricted.
Figure 4.7 shows an isometric drawing and Figure 4.8 shows two pictures of LaserCEM II. The electronic
setup is shown in Figure 4.9.
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Figure 4.7: Drawing of LaserCEM II. Well visible the faraday cage protecting the laser diode and proximity elec-
tronics from discharges. Drawings courtesy of K. Bratschi, UBe.

Figure 4.8: Pictures of LaserCEM II Left: Faraday cage of laser diode and electronics removed . Right: Assembled
LaserCEM II without cover and grids in front of the CEM aperture. Courtesy Jürg Jost, UBe.
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4.3.1 Experimental setup

The first functionality tests before assembly were performed in the electronic workshop by J. Jost. After
completing the tests for the channeltron and the laser diode, the detector was assembled. Before testing
the detection capabilities, the detector had to go through a partial discharge test up to 30 kV. The partial
discharge tests took place in the MEFISTO facility vacuum chamber, see Figure 4.10, the detection tests
in CASYMS facility vacuum chamber, see Figure 4.11.
A pinhole was mounted on the beam scanner in the instrument chamber of CASYMS. This allowed on
one side to irradiate the detector with lower particle flux and on the other side, it permitted to irradiate
the CEM surface locally. The pinhole diameter is 3.61 mm. Assuming a parallel ion beam the irradiating
spot size is ∼ 4 mm in diameter. The distance pinhole CEM aperture is 25 cm. When the pinhole was
not in the beam, the whole CEM aperture was uniformly irradiated.
All measurements were performed with a counter3. The trigger level was about 40 mV. The counting
mode was Integration Mode. Usually an integration time of 5 seconds was chosen.

Figure 4.10: The LaserCEM II mounted in MEFISTO
instrument chamber for partial discharge tests. The
LaserCEM is placed inside an aluminium box. The dis-
tance test box to the LaserCEM is at least 2 cm.

Figure 4.11: The LaserCEM II mounted in CASYMS
instrument chamber. The aperture points towards ion
beam. On the left side the beam scanner can be seen. A
plate with a 3.61 mm diameter pinhole is mounted on
the beam scanner allowing position mapping. See text
for explanations.

4.3.2 High voltage testing

The high voltage tests took place in the MEFISTO chamber, see Figure 4.10. During these tests the
bias voltage was slowly increased to 30 kV. To monitor the partial discharges or possible high voltage
discharges the special partial discharge equipment of the electronic workshop of the physics institute of
UBe was used, with which the applied voltage and partial discharge current can be measured. A partial
discharge at the high voltage feedthrough caused a discharge current in the interior of the LaserCEM,
which destroyed the laser diode. After replacing the high voltage feedthrough the tests were continued
and showed no major partial discharges up to 30 kV. After long term periods (10 hours) on a bias voltage
of 30 kV it can be guaranteed that the LaserCEM II is suitable to float on a high voltage bias up to 25
kV.

4.3.3 Laser pulse analysis

The laser pulse signal is converted to an analog signal by a opto-electonic converter. For the LaserCEM II
a special converter was constructed allowing also to amplify the signal. The analog output signal can be
fed into a counter or an oscilloscope. Since the laser diode has a current threshold, electronic noise from

3Universal counter, model HP 53132A, 225 MHz
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the detector is suppressed. Each pulse is caused by a particle entering the CEM. To exclude noise from
the amplifier the trigger level of the oscilloscope or the counter has to be set accordingly. A typical pulse
from the opto-elecronic converter is shown on Figure 4.12. The average pulse width of the pulses is about
5 ns FWHM, the pulse height is about 200 to 500 mV, depending on the amplification.

Figure 4.12: Screen shot of a typical pulse from the laser diode. Pulse is 5 ns FWHM , pulse height 500 mV,
trigger level 40 mV. The pulse is positive.

4.3.4 Functionality tests

First functionality tests were performed after mounting the LaserCEM II in CASYMS and pumping the
instrument chamber. Before the CEM was irradiated by an ion beam, it was tested if the residual ions or
electrons can be detected by the LaserCEM. After these first tests all unnecessary ion or electron sources
(e.g., cold cathode pressure gauge) were switched off to minimize the background.

Efficiency versus CEM voltage VCEM

The nominal CEM voltage is about 2.8 kV. A higher CEM bias would increase the detection efficiency
but it would also accelerate the aging process. During measurements with the LaserCEM I the detection
efficiency decreased rapidly with time, since the CEM surface was cleaned due to outgassing. To define
the nominal voltage a CEM voltage scan was performed. The count rate increased with increasing CEM
voltage.

Efficiency versus ion beam energy

The count rate was measured for different beam energies. Since the beam intensity increased for higher
beam energies, the counts NLaserCEM during a time t must be divided by the beam flux ΦCASYMS to get
the active area of the detector:

Aact =
NLaserCEM

ΦCASYMS t

All measurements were performed with the reduced beam (pinhole), because irradiating the entire aperture
caused saturation of the CEM. Figure 4.13 shows a measurement for a CEM voltage 2.9 kV, Figure 4.14
one for a CEM voltage 3.4 kV. For high CEM bias voltage, there was no longer a significant energy
dependence indicating a good operation voltage. And at higher CEM voltage the count rate no longer
depends on the beam energy. This indicates that with a CEM voltage above 3 kV, the signal pulse from
the CEM is high enough to exceed the laser diode threshold.
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Figure 4.13: Active area versus beam energy. The ac-
tive area is the count rate divided by the beam flux per
cm2. The pinhole was in the beam, the irradiated posi-
tion was the same for all energy steps. The CEM voltage
was VCEM = 2900 V. With increasing energy the active
area increased.
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Figure 4.14: Active area versus beam energy. The ac-
tive area is the count rate divided by the beam flux per
cm2. The pinhole was in the beam, the irradiated posi-
tion was the same for all energy steps. The CEM voltage
was VCEM = 3400 V. The active area shows no depen-
dence on the energy.

Conclusions of functionality tests

The functionality tests demonstrated that the concept of the LaserCEM works. The effects of beam energy
or intensity on the count rate must be an effect of the amplitude of the current pulse coming from the
CEM, since standard CEM work without saturation for irradiation frequencies up to MHz/cm2. No such
high beam intensities were used during these measurements. So the solution must be either to use a laser
diode with a lower threshold, to increase the pulse voltage from the CEM or a transformer with higher
current amplification.

4.3.5 Position response measurements

Since LaserCEM I showed a large position dependance of the detection efficiency, a thorough position
response measurement was performed with LaserCEM II as well. Unlike LaserCEM I, where the beam was
focused by the PLASTIC ESEA, see Section 4.2, the pinhole in front of the detector was used to measure
the position response of LaserCEM II. The CEM surface could be irradiated moving the CASYMS beam
scanner in y- and z-direction, see Figure 4.11. Positive z is upwards, positive y is to the right in beam
direction.
The beam intensity was very low, preventing to saturate the CEM detector. For all CEM voltages a y-
and a z-axis scan was performed, see Figure 4.15. The detector was on −0.1 kV bias voltage to repel
residual electrons. The measurement revealed a large CEM voltage dependence, the dip in the center of
the CEM even disappears when the CEM voltage VCEM is high enough. For VCEM = 3000 V a complete
2D response mapping was done, covering the whole CEM aperture. The plot on Figure 4.16 supports
the assumption that the detection efficiency is highest at the boundaries of the CEM and smallest in the
center of the CEM.

Conclusion from position mapping

Figure 4.15 shows that all particles are counted, when the CEM voltage is high enough. If a particle
hits the CEM surface in the center, it produces less secondary electrons than when it hits the surface at
the boundaries. The reason must be that secondary electrons from particles that hit the boundaries, are
accelerated and produce additional secondary electrons. The electron avalanche is thus higher than from
particles impinging in the center.
A possible remedy is that a thin carbon foil is mounted in front of the CEM aperture. The passing
particles are spread in angle and thus in area and secondary electrons from the carbon foil enhance the
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Figure 4.15: y- and z-axis scans over the whole aperture
of the LaserCEM. Always the same post acceleration voltage
VPAC = 0.1 kV. With increasing CEM voltage VCEM the dip
in the center of the CEM disappears.

Figure 4.16: Contour plot of the measured signal.
CEM voltage VCEM = 3000 V and post acceleration
voltage VPAC = 0.1 kV preventing electrons to enter
the detector.

electron avalanche in the CEM. This would limit the use of the detector to energies of ∼ 1 keV/nuc.
Another solution would be to increase the amplitude of the voltage pulse from the CEM externally, see
conclusions of this chapter.

4.4 Calibration measurements with LaserCEM

With LaserCEM I calibration measurements with PLASTIC ESEA were performed, see Chapter 5. The
detector was used with bias voltage of 10 to 15 kV, allowing to test the ion optical capabilities of the
PLASTIC ESEA.
With the new design, LaserCEM II, no measurements were performed yet. But the novel system will be
used with future space missions.

4.5 Conclusions

The detector presented here is a working detector with the advantage, that it can be used on high voltage
bias. The signal is converted into a laser pulse that is transmitted optically to ground potential. Thorough
high voltage tests showed that the detector is stable using float potential up to 25 kV, allowing ion optical
calibration measurements with post acceleration. At nominal CEM voltage the LaserCEM II showed a
strongly position dependent detection efficiency, since the current from particles impinging at the center
of the CEM is too weak to trigger the laser diode. This effect can be minimized by mounting a carbon
foil in front of the CEM aperture, which would reduce the position dependence.
Additionally, another idea is pursued. A second fibre is fed into the LaserCEM II, allowing to provide a
bias current for the laser diode. The principle is the same as for the signal processing from the detector,
a laser pulse is converted back into a current. The next tests with the LaserCEM II should already use
this principle.





Chapter 5

Calibration of the PLASTIC entrance
system/energy analyzer with
post-acceleration

5.1 Introduction

5.1.1 General remarks

The calibration of the PLASTIC Entrance System/Energy Analyzer (ESEA) was performed with a posi-
tion sensitive microchannel plate detector (SSL [41]), which was on ground potential. In the integrated
instrument the particle detectors of the Time-of-Flight section are on a high negative bias voltage (e.g., 20
kV). By this post-acceleration voltage the particles leaving the ESEA are focused towards the carbon foil.
Different bias levels of the detector may affect the ion optical properties in the region of the ESEA exit.
Thus for more rigorous comparisons of the ESEA calibration measurement (without post acceleration)
with the calibration measurements of the integrated instrument, a floatable detector is needed.
Because the detector used here only provide restricted spatial information about the beam spot, simula-
tions with the SIMION ion optical simulation software, see [14], are used to visualize the detailed focusing
effects of the applied post-acceleration. See Figure 5.1 for simulated trajectories for beam energy 3 keV/e
with and without post-acceleration voltage and in Figure 5.2 the corresponding beam images at the en-
trance of the LaserCEM detector are shown. For simulations for 5 keV/e, see Figures 5.3 and 5.4. The
simulations show the large influence of the post-acceleration voltage on the ion trajectories.
Since the detection system used for these measurements has a very low detection efficiency, only the main
channel and WAP could be tested. The count rate of ions passing through the S-channel was too low to
be measured by the detector.

5.1.2 LaserCEM detector

Because of technical difficulties associated with electrically floating a detector, a new particle detection
system was designed. The detection system used here, the LaserCEM, is described in detail in Chapter 4.
The CEM bias voltage can be tuned separately from the high voltage bias. During the presented measure-
ments the CEM voltage was between 2800 V and 3000 V. Because the detection efficiency decreased during
the measurements the CEM voltage had to be increased to get enough signal counts. This enhanced the
detection efficiency but also accelerated the degradation of the CEM surface.
With this newly designed detection system it is now possible to perform calibration measurements with
applied post-acceleration voltage, but still a quite simple experimental setup. However, the detector
(LaserCEM I) has still two issues to be improved:

- The signal is not absolutely calibrated, so only relative intensity has been considered in this study.

- The efficiency steadily decreases with time. The measurements have been corrected for this effect.
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Figure 5.1: Beam trajectories for E/q = 3 keV/e and
VPAC = 0 kV ( top) or VPAC = 15 kV (bottom).

Figure 5.2: Beam image at CEM entrance position for
E/q = 3 keV/e and VPAC = 0 kV ( top) or VPAC = 15
kV (bottom).

Figure 5.3: Beam trajectories for E/q = 5 keV/e and
VPAC = 0 kV (top) or VPAC = 15 kV (bottom).

Figure 5.4: Beam image at CEM entrance position for
E/q = 5 keV/e and VPAC = 0 kV (top) or VPAC = 15
kV (bottom).
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The longer the instrument chamber is pumped the smaller is the detection efficiency of the CEM
due to outgassing, what decreases the secondary electron yield.
After some days the efficiency does not drop as rapidly but becomes relatively constant. However,
the detection efficiency is very low, about five times smaller than just after pumping.

When the chamber is vented the detection efficiency after pumping down is higher again. The same effect
can be achieved when air is introduced through the leak valve of the vacuum chamber. The moist air on
the CEM surface increase the detection efficiency again.

Measurement principles with LaserCEM detector

• Before taking measurements one should wait about 24 h after closing and pumping. This ensures
that the detection efficiency does not change too rapidly over the course of the measurements.

• When doing a complete scan (e.g., an ESA voltage scan) one should take two measurements of each
scan value, starting at one end of the series and repeating it from the other end of the series. Adding
these measurements together minimizes the effect of the decreasing detection efficiency.1

• The signal from the optical receiver should be monitored with an oscilloscope to select the right
threshold value and to check the signal shape (one or two peaks). The width of the peaks on the
oscilloscope is about 10 ns. The pulses are negative pulses.2

• The threshold of the counter3 must be selected so only a real particle signal is counted. (Threshold
levels of -30 to -35 mV have been used.)4

5.1.3 Overview over the Measurements

First experiments were performed in September and October 2005 in the CASYMS ion beam facility at
the University of Bern. A second series of experiment was completed in January and February 2006.

First experiments:

1. First Measurements with the LaserCEM detector:

• High voltage tests of the PAC section up to 15 kV

• Detection acceptance tests with a direct beam onto the detector

2. Intensity dependence on the applied post-acceleration voltage to the PLASTIC ESEA and upper
TOF mockup.

3. Elevation and azimuthal angle measurements with the Main Channel (MC) aperture of PLASTIC
FS

4. ESA voltage measurements with MC of PLASTIC FS

5. Combined azimuthal scans to map the beam spot after PAC path.

Because the detection efficiency of the CEM can vary significantly across the CEM surface, see Section
4.2.1, an approximately one millimeter wide slit was mounted in front of the CEM aperture to minimize
spatial effects of the detection efficiency for the second series of measurements. Additionally, the slit
provides high resolution when mapping the focused beam spot. See Figure 5.5.

1Assuming even a constant decreasing factor with time, the decreasing efficiency can be neglected.
2The laser diode used has its own threshold so no detector noise should be collected. Any noise signal is electronic noise

from the opto-electronic converter, no background noise of the measurements. The observed signal on the oscilloscope are
real particles detected by the CEM. The current threshold of the laser diode is about 1 mA.

3Universal counter, model HP 53132A, 225 MHz
4The Integration counter mode was used, triggered on negative slope, 50 Ω resistivity.
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Figure 5.5: The LaserCEM detector. On the left image the full CEM aperture is exposed to the beam. A grid
reduces field effects. On the right image the slit is visible, which reduces the influence of the locally different detection
efficiency of the CEM.

Second experiments:

1. Functionality tests

2. PAC voltage scans

3. Energy and elevation angle acceptance measurements (geometric factor measurements)

4. ESA voltage scans with different PAC voltages of the suprathermal sector of WAP

5. Azimuthal angle measurements of main channel and WAP

All measurements of the second series were performed with the slit aperture in front of the LaserCEM.

5.2 Experimental Setup

5.2.1 Experimental Setup in CASYMS

Mounting of PLASTIC FS in CASYMS

The PLASTIC ESEA Instrument is mounted upsidedown on a 3-axes table, two turning axes (alpha and
beta) and a translation axis (z) for up and down movements. In addition the instrument is fixed on a
turning plate (theta axis) which can be turned by ±180◦. See Figures 5.6 and 5.7 for details.

Mounting of LaserCEM detector

The LaserCEM detector is mounted above the structure where the carbon foils are mounted in PLASTIC
(TOF structure). The distance between the exit slit of the ESEA and the location of PLASTIC carbon foil
is 1.2 cm, the distance between the last grid of the TOF structure and the grid in front of the LaserCEM
is 2.4 cm. See Figure 5.8.
The detector is mounted on the alpha-beta-turntable in the CASYMS instrument chamber but not on the
theta turning plate. Thus it does not move when the theta axis is turned.
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Figure 5.6: Mounting of PLASTIC FS and the LaserCEM detector in CASYMS. The LaserCEM detector is
mounted 2.4 cm away from the last grid of the TOF structure.

Figure 5.7: Turning Axis in CASYMS (figure adapted from [2])
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Figure 5.8: Mounting of LaserCEM above the TOF structure.

5.2.2 Turning procedure in CASYMS for beam spot shape measurements

Overview

In CASYMS there are two azimuthal turning axes, alpha and theta (see Figure 5.7). When the instrument
is turned around the theta axis the detector is not moved. The beam is focused on the same location of
the LaserCEM, only having a different trajectory through ESEA and TOF section, entering at a different
azimuthal angle. The LaserCEM must be moved as well to measure the profile of the focused beam.
During the first beam spot mapping measurements it was observed that the detection efficiency varies
across the CEM surface. So instead of measuring the beam spot the spatial dependence of the CEM
detector was measured. As mentioned above in a second setup a slit was mounted in front of the CEM
aperture. The beam spot mapping procedure is described in the following two paragraphs.

CEM full aperture

The detection in the CEM the signal strongly depends on the position where the particles hit the CEM.
This happens because the focused beam irradiates the CEM surface differently. This effect will be shown
in Section 5.3.7. In Figure 5.9 the turning procedure for assessing the CEM efficiency position dependence
is explained.

CEM slit

With a slit aperture the beam spot can be more effectively mapped and the influence of the detection
efficiency variation with position can be minimized. The turning procedure is similar to the one described
above. See Figure 5.10 for details and explanation.

5.3 Measurements

5.3.1 Overview

The measurement procedure was already outlined above (Section 5.1). In addition one has to consider
the very low count rate (about 20 counts per second or less), thus the integration time must be increased.
The measurements were performed as follows:

• Start at one end of the series (e.g., 160 V for an ESA voltage scan)
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Figure 5.9: Turning procedure with open aperture:
Red arrow indicates the direction of the beam, the red spot is the focus of the beam at the exit of the ESEA, the
orange circle is the CEM. The triangle symbolizes the SWS.
Left: alpha = 0◦, theta = −11◦ (At this theta position the focused beam passes through the center of a TOF
structure aperture which is 22◦ wide. There is a spoke at theta = 0◦ .)
Middle: alpha = 0◦, theta is turned by +5◦ (blue dashed line), theta = −6◦; the focused particles hit the detector at
the same location as on the left picture.
Right: turning alpha by −5◦ (green dashed line), Alpha = −5◦, theta = −6◦

The particles pass now through the same position as on the left picture, but they hit another position on the detector.
The instrument and the detector are shifted to the right by approximately 5 mm.

Figure 5.10: Turning procedure with slit aperture:
Red arrow indicates the direction of the beam, the red spot is the focus of the beam at the exit of the ESEA, the green
circle represents the CEM with the slit. The triangle symbolizes the SWS.
Left: alpha = 0◦, theta = −11◦ (At this theta position the focused beam passes through the center of a TOF
structure aperture which is 22◦ wide. There is a spoke at theta = 0◦ .)
Middle: alpha = 0◦, theta is turned by +5◦ (blue dashed line), theta = −6◦; the focused particles hit the detector at
the same location as on the left picture.
Right: turning alpha by −5◦ (green dashed line), Alpha = −5◦, theta = −6◦

The particles pass now through the same TOF structure position as on the left picture, but they hit another position
on the detector. The instrument and the detector are shifted to the right by approximately 5 mm.
With the slit only a small part of the beam spot is detected. The beam shape can be mapped with this procedure.

• Integrate signal during 5 second intervals

• Take at least five such intervals (at least 25 seconds total)
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Elevation angle scan, E/q = 3 keV/e, PAC 10 kV

Figure 5.11: Left: post-acceleration voltage scan
Right: elevation angle scan with E/q = 3 keV/e and VPAC = 10 kV.
(Both measurements performed with full aperture of LaserCEM, for the elevation angle scan the counter threshold
was set high such that background signal was collected (∼ 20 counts).)

• Repeat the last two steps for each measurement step

• When the end of the series is reached, the same procedure is used in repeating the measurement in
reverse order.

A counter was used to count the particles. The threshold of the counter is set to suppress the electronic
noise occurring after the optical converter. It was set between -35 and -30 mV, depending on the noise
level of the electronics.

5.3.2 ESEA with post-acceleration measurements with full area LaserCEM detector

Post-acceleration voltage scan

As seen in Figure 5.11, the collection efficiency through the ESEA did not increase beyond an applied
PAC voltage of 8 kV. As the PAC voltage is increased, the beam passing the ESEA becomes more focused.
For PAC voltages higher than 8 kV the beam spot size on the CEM position is smaller than the aperture
of the CEM (2.5 cm) and thus the beam is not cut by the TOF structure.

Elevation angle scan

During functionality tests also an elevation angle scan was performed, see in Figure 5.11. The angular
acceptance range is similar to the angular acceptance of the ESEA without PAC, indicating that all
particles exiting the ESEA pass through the TOF mockup aperture. On the flanks of the elevation angle
plot, the signal is not zero as it is expected. This is due to an unsuitable counter setting in which the
trigger level was set too low. In later tests the signal on the flanks was zero as expected.

5.3.3 Main channel azimuthal angle scans

For azimuthal scans only the rotating plate on which the instrument is mounted is turned (theta axis, see
Figure 5.7). The alpha angle was fixed during the azimuthal angle scan.
The intensity varies due to the shape of the TOF structure and the grids over the carbon foil aperture
(see figure 5.12).

Measurements with full aperture

Two azimuthal scans were performed at two different alpha angles, -5◦ and 0◦. Since the focused beam
hit the sides of the CEM surface at -5◦, the count rate was much higher than for the measurement at
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Figure 5.12: Left: TOF structure of the integrated instrument. For the PAC measurements a similar TOF
structure is used.
Right: Picture of one aperture in the TOF structure. The grids can be seen.
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Figure 5.13: Azimuthal angle scan with full aperture. PAC 10 kV, two different alpha angle positions.

alpha=0◦. Turning around the alpha axis also changed the exit position of the beam at the exit slits of
the ESEA. To be able to compare the two measurements, one has to shift the azimuthal position of the
-5◦ measurement by +5◦, see Figure 5.13. The spoke in the middle of the solar wind sector (at 0◦) is well
visible. The focused beam hits the spoke and thus the transmission is reduced. Additionally the grids
mounted on the aperture reduce the transmission, too.

Measurements with slit aperture

With the slit aperture the detection efficiency dependence was reduced. With this configuration a more
thorough measurement was done, step size one degree, see Figure 5.14. Like the measurements with the
full aperture, the spoke in the middle of the Solar Wind Sector and the grids can be seen. For comparison
an azimuthal angle scan with the integrated FM1 is shown. To minimize the influence of the grids on
the transmission another azimuthal scan was done by wobbling the energy.5 The azimuthal scan with
the wobbling beam energy shows less strong visible spokes than the measurement without wobbling, as

5In CASYMS the beam energy can be set to oscillate within a defined range, in this measurement ±3% of E0/q. This
causes a wobbling shift of the focused beam perpendicular to the azimuthal direction.
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Figure 5.14: Azimuthal angle scan with slit aperture, PAC voltage for LaserCEM measurements 10 kV. A compar-
ison plot is shown with an azimuthal angle scan for the integrated FM1. The PAC voltage for the integrated FM1
was 20 kV.

expected.

5.3.4 Main channel ESA voltage scans

After optimizing the elevation angle for highest signal, the ESA voltage scans were performed for different
beam energies. The elevation angle was optimized for all measurements. All measurements were performed
with the full aperture. Because only relative measurements were made the influence of different detection
efficiency was neclected. Therefore, the intensity in the plots in Figure 5.15 is given with arbitrary units.
The fit function for the ESA voltage Scans is described in Appendix A. To determine the Analyzer constant
kESA

6 the median of the ESA voltage distribution for different beam energies is plotted against the beam
energy, see Figure 5.16.7 From the regression curve the analyzer constant was calculated kESA = 8.31(5)
keV/e kV. The error is the weighted error of the mean of the four calculated analyzer constants for each
energy. The average FWHM of the ESA voltage scans is 5.75 % of the central value of the ESA voltage
scans.
The ESA scan discussed above were performed with PAC voltage 10 kV. For several beam energies (5
keV/e, 10 keV/e and 15 keV/e He+ ions) ESA scans were performed for PAC voltage VPAC = 15 kV, too.
See Figure 5.17 for E/q = 5 keV/e and PAC voltage 15 kV. From PAC voltage scans (see Figure 5.11 we
know that the transmission does not increase longer for E/q = 3 keV/e above 10 kV PAC voltage. See
Figure 5.1 for the simulation of the trajectories of 3 keV/e ions (without PAC voltage and with 15 kV
PAC voltage) and Figure 5.3 for 5 keV/e ions. For 3 keV/e and 5 keV/e ions PAC 15 kV is high enough
that all particles pass through the TOF structure aperture.

5.3.5 Main channel angular and energy acceptance measurement (geometric factor)

With the LaserCEM a very sparse angular and energy acceptance measurement of the main channel was
done. Due to the efficiency effects mentioned above in section 5.1 it was not possible to do a measurement
with a fine resolution. The instrument was tuned to 5000 keV/e acceptance (VESA = ±300 V), elevation
angle 0 deg. For each beam energy (4500, 4750, 5000, 5100, 5250 and 5500 keV/e) an elevation angle scan
was performed. The same procedure was followed as for the other scan measurements. See Figure 5.18
for the contour plot of the measurement. This measurement is only qualitative, not giving a geometric
factor value.

6The analyzer constant is the relation between beam energy per charge and the potential difference of the applied ESA
voltage kESA = E/q

∆VESA
7For the discussion about using the median, see Section 3.3.5
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ESA Scan, E/q = 10 keV/e

840 860 880 900 920 940 960
ESA +/- voltage [V]

0

10

20

30

40

50
C

ou
nt

s 
[a

rb
itr

ar
y 

un
its

]

Measured Data
Best fit

ESA Scan, E/q = 15 keV/e

Figure 5.15: ESA voltage scan with entire Aperture, different beam energies. PAC voltage 10 kV. The used fit
function for all plots is described in Appendix C in [2].
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Figure 5.16: ESA voltage versus Beam Energy, Analyzer Constant kESA = 8.31(5) keV/e /kV, PAC always 10 kV



84 Calibration of the PLASTIC ESEA with post-acceleration

Figure 5.17: ESA voltage for E/q = 5 keV/e and 15 kV PAC voltage.

Figure 5.18: Angular and energy acceptance measurement main channel (geometric factor). Beam energy 5 keV/e,
azimuthal angle -6◦, PAC voltage 15 kV and CEM voltage 3.2 kV.
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Figure 5.19: Beam trajectories for E/q = 15 keV/e
and VPAC = 15 kV.

Figure 5.20: Beam image at CEM entrance position
for E/q = 15 keV/e and VPAC = 15 kV.
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Figure 5.21: ESA scan for suprathermal sector, beam
energy 15 keV/e, PAC voltage 15 kV.

-4 -2 0 2 4
Elevation Angle [deg]

0

10

20

30

40

50

C
ou

nt
s 

[a
rb

itr
ar

y 
un

its
]

Measured Data
Best fit

Elevation Scan, E/q = 15 keV/e, PAC 15 kV
Supra thermal section

Figure 5.22: Elevation angle scan for suprathermal sec-
tor, beam energy 15 keV/e, PAC voltage 15 kV.

5.3.6 Measurements suprathermal sector WAP

The suprathermal sector of the WAP is used to measure suprathermal particles and pick-up ions [60].
Suprathermal He+ ions are usually in the energy range about 15 keV/e [48]. Hence WAP measurements
in this energy range were done. The post-acceleration voltage (PAC) was set to 15 kV which was the
highest tested PAC voltage for the used LaserCEM I. For a beam energy of 15 keV/e the post-acceleration
voltage of 15 kV is sufficient that all ions should be focused on the carbon foil. For higher PAC voltage
the focusing effect is stronger. So all particles should pass as well. The same argument is valid for lower
beam energies. See Figures 5.19 and 5.20 for a simulation for E/q = 15 keV/e and VPAC = 15 kV.
As for the SWS ESA scans, elevation and azimuthal angle scans were performed. In addition the beam
spot was mapped, see Subsection 5.3.7.

ESA voltage and elevation angle scans

For the suprathermal sector ESA voltage and elevation angle scans were only performed for a beam energy
of 15 keV/e and PAC voltage 15 kV. The variation in intensity can be explained with the grids which
hold the carbon foil. The beam is partly cut off by the grids. See Figures 5.21 and 5.22 and for the grid
structure see Figure 5.12. Looking at the ESA scan the signal is reduced at 940 volts, this can be caused
by a supporting grid of the carbon foil. The suprathermal section has a smaller active area than the Solar
Wind Sector, see Chapter 3, thus the grid has a relatively higher influence on the total transmission.

Azimuthal angle scans

As it was done without post acceleration, an azimuthal response measurement was performed to know
the ion optical transmission depending on the azimuthal position. The plot on Figure 5.23 shows that
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Figure 5.23: Azimuthal angle scan WAP, beam energy 15 keV/e, PAC voltage 15 kV.
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Figure 5.24: Mapping of beam profile with entire aperture
Measured data with fitted lines (see text for explanations)

the monochromatic and parallel beam of CASYMS resolves all the mechanical structures of the entrance
system and of the TOF structure, including the grids that hold the carbon foil. There is a large spoke
every 22.5 degree which can be well seen. Additionally the grids are visible, too.

5.3.7 Mapping of focused beam

Measurements with full aperture

Mapping the beam spot with the entire CEM aperture gave surprising results (see Figure 5.24). In the
center, where the signal was expected to be highest, there was a drop in intensity. The reason for this
inhomogeneity is the different detection efficiency of the CEM. In the center of the CEM the detection
efficiency is very low, possibly due to the hole in the center of the CEM or due to different aging of the
CEM surface. With a slit aperture in front of the CEM these effects could be minimized as can be seen
in Figure 5.25. For a more profound analysis of the position dependence of the detection efficiency see
Section 4.2.



5.3 Measurements 87

-10 -5 0 5 10 15
Beam Spot y-axis [mm]

0

0,2

0,4

0,6

0,8

1

C
ou

nt
s 

[n
or

m
al

iz
ed

]

PAC 5 kV
PAC 10 kV

PAC Voltage 5 kV

PAC Voltage 10 kV

Figure 5.25: Mapping of beam profile with Slit aperture
Left: Azimuthal scan as described in figure 5.10 at two different post acceleration voltages.
Right Top: Beam profile at LaserCEM position with 5 kV PAC, Right bottom: Beam profile at LaserCEM position
with 10 kV PAC
(Beam profiles simulated with SIMION)

Measurements with slit aperture main channel

With a slit aperture of 1.5 mm it is now possible to map the beam profile. This was done using the
procedure described in Figure 5.10. For comparison two beam profiles were plotted in Figure 5.25 which
are simulated by SIMION. It can be seen that the width of the profiles are consistent with the measurement
performed with two different PAC voltages.
When turning the LaserCEM detector by 1 degree the position of the beam spot is shifted by about 1
mm.

Measurements with slit aperture suprathermal sector

The beam spot mapping measurements for the suprathermal sector was performed for a beam energy of
15 keV/e and the post acceleration voltage was 15 kV. The center of the measurement was at theta = 18
deg, which corresponds to -42 deg from the SWS center. In Figure 5.26 the plot is shown. For comparison
the simulated beam profiles for 0 kV, 5 kV, 10 kV and 15 kV PAC voltage are plotted. The beam profile
width does not change much when increasing the PAC voltage, neither does the measured intensity.8 But
one can see that the width of the measured beam spot is always about 10 mm, while the width of the
simulated beam spots are always about 20 mm. The explanation for this discrepancy is that the parallel
and broad CASYMS beam is cut off on both sides. The width of the aperture, where the ions enter the
ESEA, is half of the one of SWS, reducing the active area by a factor of two.

8The ion trajectories do not show a strong focusing effect for E/q = 15 keV/e increasing the PAC voltage.
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Figure 5.26: Mapping of beam profile with Slit aperture, Suprathermal section
Left: Azimuthal scan as described in figure 5.10 at four different post acceleration voltages.
Right: Beam profiles at LaserCEM position for different post acceleration voltages.
(Beam profiles simulated with SIMION)
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Figure 5.27: Comparison of Azimuthal scan between a measurement with PAC structure and LaserCEM detector and
a measurement with the integrated instrument. Measurements with LaserCEM 10 kV PAC voltage, with integrated
instrument 20 kV PAC voltage.

5.4 Comparison with other measurements

The measurements presented in this chapter must be compared to the measurements described in Chapter
3 about the ESEA calibration measurements without post-acceleration and to measurements performed
with the integrated instrument. The only difference between the calibration with and without PAC is the
reduced transmission due to the additional mechanical structure and the grids used to hold the carbon
foil. (But during these measurements no carbon foils were mounted.) The TOF structure is similar for
the PAC measurements and for the integrated instruments.

5.4.1 Azimuthal Angle Scans

As mentioned above the TOF structure is similar for the integrated instruments and for the PAC measure-
ments, thus the azimuthal scans can be compared with integrated instrument measurements. In Figure
5.27 two azimuthal scans for ESEA with PAC structure and one azimuthal scan for the integrated instru-
ment are shown. The beam energies and the PAC voltages are not identical, but although the distance
between peaks is the same.

5.4.2 ESA voltage Scans

The Analyzer constants should be the same for all measurements performed with PLASTIC. So the tuned
ESA voltage should be the same for measurements with the ESEA without PAC, measurements with
PAC and measurement with the integrated instrument. See Figure 5.28 for comparison measurements.
For the measurements with E/q = 2, 10 and 15 keV/e two measurements with two different LaserCEM
detector positions were plotted. For E/q = 3 keV/e two measurements with two different PAC voltages
were plotted instead. When measurements with ESEA only were available they were plotted on the same
plots. All data were normalized for comparison. On the plots it can be seen that the maximum ESA
voltage is slightly smaller for the measurements with PAC. This can be explained by a small difference
in elevation.9 The FWHM of the measured ESA scans is comparable to the simulated data as well as to
the measurements performed with the ESEA without PAC. In all cases the FWHM is about 6 % of the
maximum value.

9A difference in elevation angle of 0.2◦ causes a difference of 1 % of ESA voltage.
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Figure 5.28: Comparison of ESA voltage scan between simulations with SIMION , measurements with PAC structure
and LaserCEM detector and measurements without PAC. For all plots the measurement data were normalized. All
data series were fitted with the same fit function as mentioned in figure 5.15.
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Figure 5.29: Comparison of the angular and energy acceptance measurement with PAC ( left) and without ( right)
for FS entrance system/energy analyzer. The plot shows that the total angular and energy acceptance range is the
same for both measurements.

5.4.3 Angular and energy acceptance

The low count rates for the LaserCEM I detector only allows a qualitative comparison of the geometric
factor measurements with and without post acceleration. But when the total angular and energy ac-
ceptance is compared, they show a very good agreement, see Figure 5.29. Even the slight asymmetry is
visible, which can be seen in all three models.

5.5 Conclusions and Outlook

5.5.1 Conclusions and Summary

Results Summary

Because absolute signal measurements were not possible with the LaserCEM I, only qualitative result
could be obtained. Since the analyzer constant measurements do not depend on the intensity of the
transmitted signal, the analyzer constant for the main channel was determined.

FS ESEA with PAC FS ESEA without PAC
Analyzer constant kESA (keV/e /kV) 8.31(5) 8.25(2)
FWHM of ESA voltage 5.75 % 6.3%

Comparing the results with simulations and ESEA measurements without PAC, they show good agree-
ment.

Conclusions

• The ESA voltage scans gave an analyzer constant comparable to the analyzer constant from simu-
lations and ESEA measurements without PAC. Also the FWHM is comparable, 6 % of the applied
maximum voltage, according to 6 % energy acceptance of the FS ESEA without PAC.

• The measurements with PAC voltage confirms that the ion optical parameters (analyzer constants,
angular and energy acceptance (geometric factor)) do not significantly differ from the measurements
without post-acceleration voltage. For particles with high energy per charge ratio (E/q > 15keV/e
it is important that the PAC voltage is as high as possible, meaning at least 20 kV, to ensure that
all ions pass through the aperture of the TOF structure. The influence of a possible cut off on the
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count rate is small compared to the total number of passing ions. But they can affect the measured
distribution function of ions with high E/q, and therefore it can distort the measurements. Thus it
has to be considered in the data reduction!

• The Azimuthal angle scans showed the intensity differences caused by the spokes and grids of the
TOF structure. The measurements are similar to the measurements performed with the Integrated
PLASTIC instruments FM1 and FM2. The effect of mechanical blockage is larger than that of the
reduced transmission when not all particles pass through the TOF structure apertures.

• Measurements with the open CEM aperture showed a strong spatial detection efficiency variation
of the CEM. It further showed that the detection efficiency at the boundaries is higher than in
the center of the CEM. This provided an insight into the floatable LaserCEM development and
motivated the usage of a slit aperture mounted in front of the CEM to improve spatial resolution
measurements.

• The Beam Spot Mapping measurements with the slit aperture showed that the beam spot size at
the LaserCEM position agrees well with the SIMION simulations.

• The actual setup using the ESEA, the TOF structure and a floatable detection system like LaserCEM I
proved usability for ion optical calibration measurements with post-acceleration.

5.5.2 Outlook, further Experiments

If it is necessary, the setup used here, can be used for further study of the ESEA response. However, it
cannot replace a complete integrated instrument. For later studies the newer detector LaserCEM II, see
Chapter 4, can be used. The problems with low count rate and decreasing detection efficiency have been
alleviated with this improved design. Additionally, the handling of the detector and the data accumulation
has been simplified.



Chapter 6

Calibration of the integrated PLASTIC
instrument at the University of Bern

6.1 Introduction

The PI-institution (PI: Primary Investigator) of PLASTIC is the University of New Hampshire (UNH).
The integrated PLASTIC instruments (Entrance System/Energy Analyzer (ESEA), Time-Of-Flight sec-
tion (TOF) with detection board and the electronic box (see Chapter 1, Section 1.3)) were completed and
first tested in the ion optical calibration facility of UNH. The most thorough ion optical calibrations were
performed in CASYMS at the University of Bern (UoB) (see Appendix B.2). Both Flight Models (FM1
and FM2) were calibrated in Bern. For details on the calibration data archive see Appendix E.
In this chapter only aspects of the calibration of the integrated instruments are discussed, namely mea-
surements that are related to the measurements with the ESEA alone, with and without post-acceleration
voltage. (See Chapters 3 and 5.)
First, the detection efficiency is briefly discussed. Second, the instrument response dependent on az-
imuthal angle, elevation angle and ESA voltage settings is presented. In conclusion, measurements with
the integrated instruments are compared to the former measurements.

6.1.1 Measurement principles

The measurement principles are explained in Chapter 1, Section 1.3. In this chapter the calibration
measurements are briefly outlined and interpreted.
For most of the measurements the sweeping of ESA (128 sweeping steps) and deflection plate voltage (32
sweeping steps) was disabled. The ESA and the deflection plate (Duckbills) voltage were set at a certain
value for each measurement. A measurement run lasts one minute (128 × 32-sweep steps, 4096 steps
totally, 12.8 milliseconds each, short time delay after sweep). For low count rates, several one-minute
measurements were taken for the same settings.

Voltage sweeping

When sweeping, the ESA and the deflection plates voltage was changed in 128, respectively 32 steps.
The deflection plate voltage is directly proportional to the deflection angle according to equation (3.3):
kdeflection = φ·Ekin/q

VDefl. Electrode
. The voltage is tuned so that the full range of ±20 degree can be scanned, each

deflection step 1.25 degree.1 The ESA voltage steps are given as follows:

VESA =
1

kESA
D1 ·D127−n

2 (6.1)

1To measure also the center of the angular distribution, there is a small overlap at zero degree. It is always positive voltage
applied to the Duckbills. At zero degree the other deflection plate is enabled.
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with D1 = 0.2 and D2 = 1.048954346. This results in E/qmax = 86.52 keV/e for the maximum accepted
energy per charge and E/qmax = 0.2 keV/e for the minimum. The ESA and the deflection plate voltage
steps are stored in a sweeptable from which the instrument DPU reads out the respective voltage to be
set.

6.2 Calibration specifications

6.2.1 Overview

The following tests were performed in CASYMS:

• Functionality tests after transport

• Detection efficiency and its time evolution

• ESA voltage scans

• Azimuthal angle scans

• Elevation angle scans

• Geometric factor scans (ESA voltage vs elevation angle)

• Sweep tests (ESA and Duckbill voltage sweeping)

• High rate tests

For Flight Model 1 the test period lasted six weeks, for FM2 the test period was only 10 days. Therefore
the ion optical calibration data for FM2 is very sparse. As mentioned before I will only report in this
chapter on detection efficiency, azimuthal angle response, and geometric factor measurements since these
can be compared with ESEA measurements.

6.2.2 Experimental setup

The integrated instrument is mounted upsidedown as the the ESEA (see Chapter 3). The turntable in the
CASYMS instrument chamber can be turned around the azimuthal axis (alpha angle in CASYMS) and
in elevation (beta angle in CASYMS) around an axis through the center of the ESEA (see Figure 6.1).
The azimuthal turning was restricted to 90 degrees. Thus for each quadrant (see Figure 6.2) the vacuum
had to be broken and the instrument turned. For the elevation angle the restriction was ±22.5 degrees.
The horizontal movement (z-axis) was restricted as well due to the height of the instrument chamber, but
sufficient to change between main and S-channel.

6.2.3 Calibration data files

For the measurements presented here three different data file types were used that were extracted from
the binary log files produced by the calibration data procession unit (GSE):

Housekeeping file Hk_PLA_FM*-date-time.log

Monitor rates file Mon_PLA_FM*-date-time.log

Pulse height distribution raw file PHA_raw_PLA_FM*-date-time.log

where the * stands for 1 or 2. In Appendix E the calibration data archiving structure and the other log
data files are discussed.
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Figure 6.1: Turning axis in CASYMS for integrated instrument. In CASYMS the azimuthal angle is alpha, the
elevation angle is beta. The top view shows the instrument upside down, like the side view. In the text only azimuthal
and elevation angle are used, as in Chapters 3 and 5.
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Housekeeping data

In the housekeeping file all instrument settings are saved, e.g. post acceleration voltage, MCP voltage.
These files are used to obtain the post acceleration voltage to calculate energy, mass and charge of each
ion. For the geometric factor measurements (see Section 6.5) the housekeeping values of the ESA and
the S-channel electrodes are used. A housekeeping measurement is taken when it is commanded (e.g., the
electrode voltages are not recorded during sweeping mode).

Monitor rates

All counts are recorded in the monitor rates file for each available monitor value (e.g. start rate, stop
rate), each sweeping step (128 ESA voltage steps and 32 deflection voltage steps) on a separate line. The
start rate (SF0, SSD side, or SF2, non-SSD side) accumulates all counts during a sweep step that trigger
a start signal. The stop rate (STP0 or STO2) then counts all stop trigger signals. The rate SFR0/SFR2
accumulates all events when coincidence happens, defined by the set mode. (E.g., double coincidence
when a valid start and stop signal are requested.)

PHA raw data

In the pulse height distribution file for each valid time-of-flight measurement the following information is
logged:
Date, Time, ESA step (channel), Deflection step (channel), Deflection step (degree), Quadrant, ssd id
(raw), SSD energy (channel), SSD energy (keV), TOF (channel), TOF (ns), Position (channel), Position
(degree), Section (raw), Priority (raw)
For the results presented here the ESA step, SSD energy, TOF and Position are used.

6.3 Detection efficiency

6.3.1 Detector board

The detectors are below the TOF section. In Quadrant 0 (SWS and suprathermal sectors) and Quadrant
1 solid state detectors (SSD) are used to measure the residual energy. Secondary electrons from the ions
incident on the SSD, trigger the stop signal of the time of flight measurement. In Quadrant 2 and 3 only
large microchannel plates (MCP) trigger the stop signal of the TOF measurement, see Figure 6.2. For
details on the functionality see Chapter 1, Section 1.3.
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Figure 6.2: PLASTIC detector board
Quadrant 0 and 1 with SSD to measure time of flight and residual energy, Quadrant 2 and 3 with MCP to measure
time of flight.
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6.3.2 Time dependant MCP efficiency on PLASTIC/FM1



Time dependant MCP efficiency on PLASTIC/FM1 
 

Reto Karrer, University of Bern 
 

During measurements of the MCP efficiency it could be observed that the efficiency decreased 
with time. Here we investigate if the decrease is due to out-gassing or due to particle irradiation. 

 

Overview 

 
After calibration measurement with quadrant 0, the other three quadrants were tested as well. But only 
during two days, doing MCP efficiency measurements, azimuthalscans and when time a fishscan. 
After changing PLASTIC position to another quadrant in CASYMS, the instrument was turned on 24 h after 
the start of pumping down. 

Test sequence: 
Quadrant: Time Measure time 
2 13 Jan. – 16 Jan. 2005 14 – 15 Jan. 2005 
1 16 Jan. – 19 Jan. 2005 17 – 18 Jan. 2005 
3 19 Jan. – 23 Jan. 2005 20 – 22 Jan. 2005 
 
At quadrant 2 it was observed that the MCP efficiency decreased with time. At the beginning the MCP were 
operated at low bias voltage. Next morning the measured efficiency was much lower than on the previous 
day. 
Additionally, in considering azimuthal scans for one MCP voltage (in which each position was irradiated 
about one minute) a strong decrease was observed across the azimuth. This is shown in figures 2, 4 and 7. 
However, MCP efficiency voltage scans were usually measured at position alpha=-8°, resulting in longer 
irradiation time (about 45 min/scan). Comparing azimuthal scans taken after significant irradiation of position 
-8°, do not show a preferential decrease in MCP efficiency (see normalized azimuthal scan, figures 3, 5 and 
8). 

Figure 1: Overview over detectors after TOF section. 
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Quadrant 2 

 
Figure 2: Quadrant 2, He+ beam, E/q=20 keV/e, PAC 15 kV. 
The red line indicates alpha = -8° position. On January, 15th, the MCP voltage was higher than on the 
previous day. Alpha step ∆α=1 deg for 14th of January, on 15th ∆α=1.5 deg. 
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Quadrant 2 utilizes an MCP for start electron and stop electron detection. 
At quadrant 2 it was observed that the SFR2 rate (the coincidence rate of start and stop signal) decreased in 
time. The SF2 rate decreased as well but less than the SFR2 rate, resulting in a large decrease of the 
efficiency (Ratio SFR2/SF2) during irradiation and out-gassing. 
The azimuthal signal asymmetry is mostly due to geometrical reasons, does not change with irradiation time. 
In Figure 3 it can be noticed that the changes in rate are not higher at position alpha=-8°, suggesting that 
irradiation time has no influence (or at least no big influence) on MCP efficiency. 

Figure 3: Quadrant 2, He+ beam, E/q=20 keV/e, PAC 15 kV 
All values normalized to the maximum signal or ratio. Alpha step ∆α=1 deg for 14th of January, on 15th 
∆α=1.5 deg. 
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Normalization factors:
 

series: 
050114-
1713 

050114-
1925 

050114-
2159 

050115-
1627 

MCP voltage (V) 2809 2950 2824 2930
SF2 19.8 24.0 14.4 17.2
SFR2 9.2 14.5 2.4 8.7
SFR2/SF2 0.53 0.64 0.24 0.58

(factor for normalization of rates (maximum value equals 100)) 
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Quadrant 1 

 

17
 J

an
. 1

93
0 

M
C

P
: 3

12
6 

V
 

18
 J

an
. 0

73
2 

M
C

P
: 3

14
3 

V
 

17
 J

an
. 2

14
1 

M
C

P
: 3

13
3 

V
 

Figure 4: Quadrant 1, SSD side, half of this quadrant is blocked 
He+, E/q=7 keV/e, PAC 15 kV, alpha scan on 18th January two degree steps. Alpha step ∆α=1 deg 
for 17th of January, on 18th ∆α=2 deg. 
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Figure 5: Quadrant 1, SSD side, half of this quadrant is blocked 
He+, E/q=7 keV/e, PAC 15 kV, all values normalized. Alpha step ∆α=1 deg for 17th of January, on 18th ∆α=2 
deg. 

Quadrant 1 consists of SSDs and MCPs. The start signal is counted by an MCP, the stop signal is produced 
by secondary electrons of the SSD. Half of this sector is mechanically blocked. 
In this section almost no change of the SF0 rate is visible during out-gassing and irradiation, only the 
coincidence rate SFR0 showed a large signal decrease. But as noticed on quadrant 2 the drop in MCP 
efficiency showed no azimuth dependency although position alpha=-8° was mostly irradiated. (see fig. 4) 
Here as well the azimuthal asymmetry is due to mechanical structures on the carbon foils or in the TOF 
section. The large SFR decrease may be due to a low SSD secondary electron efficiency and/or due to a low 
MCP efficiency on the inner MCP. 
During the night between January 17th and 18th an overnight measurement was taken, irradiating detectors 
and collecting data every 30 minute for 1 minute. This MCP monitoring scan was performed at position 
alpha=-8°, too. (See Figure 6) 
The azimuthal scan the following day showed no further azimuthal dependency of the MCP efficiency. 

 

Figure 6: Quadrant 1, SSD side, He+, E/q = 7 keV/e, PAC 15 kV, MCP voltage 3132 V 
left: SF0 rate during night; middle: SFR0 rate during night; right: Efficiency SFR0/SF0 during night 
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Normalization factors:
 

series: 
050117-
1930 
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2141 
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0732 

MCP voltage (V) 3126 3133 3143
SF0 16.4 31.2 28.8
SFR0 1.6 1.1 0.4
SFR0/SF0 0.10 0.05 0.04

(factor for normalization of rates (maximum value equals 100)) 
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Quadrant 3 

 
Figure 7: Quadrant 3, non-SSD side 
He+, E/q = 7 keV/e, PAC 15 kV. Alpha step ∆α=1 deg for 20th of January, on 21st ∆α=2 deg. 
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As in quadrant 2, in quadrant 3 there is one large MCP as detector for start and stop signal. 
During out-gassing and irradiation the start rate SF2 did not decrease much, the coincidence rate SFR2 
decreased little as well. As a consequence the efficiency (ratio SFR/SF) decreased little as well. 
As on quadrant 1 an overnight measurement was taken during the night between January 20th and 21st, 
collecting data every 30 minute for 1 minute. This monitoring scan showed a very small decrease in SF2, 
about 20% in SFR2 rate and consequently in efficiency SFR2/SF2. 
But the azimuthal scans showed a large inhomogeneity on the positive alpha side of the quadrant (see 
Figure 8). Even that the MCP efficiency measurements were performed at alpha=-8°, the SFR2 rate 
decreased much around alpha=30° and little at alpha=-8°. (Not due to irradiation but rather due to 
mechanical blocking.) 
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Figure 8: Quadrant 3, non-SSD side 
He+, E/q = 7 keV/e, PAC 15 kV, all values normalized. 
Alpha step ∆α=1 deg for 20th of January, on 21st ∆α=2 deg. 

Figure 9: Quadrant 3, non-SSD side, He+, E/q = 7 keV/e, PAC 15 kV, MCP voltage 2916 V 
left: SF2 rate during night; middle: SFR2 rate during night; right: Efficiency SFR2/SF2 during night 

Normalization factors:
 
series: 050120-1855 050121-0740 
MCP voltage (V) 2897 2916
SF2 6.9 7.7
SFR2 4.0 3.9
SFR2/SF2 0.63 0.52
(factor for normalization of rates (maximum value equals 
100)) 
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Conclusions 
Always after venting the MCP efficiency was much higher than after a longer working time. So during the first 
operation hours the MCP efficiency decreased from more than 50 % to 20% or less. 
All MCP measurements were performed at an alpha position of -8°. This part of the carbon foil and the MCP 
was irradiated mostly. But there is no difference in MCP efficiency as well as in counting rates depending on 
azimuthal position. 
This suggests out-gassing as main reason for decreasing MCP efficiency. The decrease was comparable in 
quadrant 2 and 3, the non-SSD section, and much stronger in quadrant 1, the SSD-section. In this section 
the efficiency was lower from beginning of the measurements. The start rate SF was comparable with SFR of 
quadrants 2 and 3, but on quadrant 1 the coincidence rate SFR was much smaller. 

Suggestions for further calibration campaigns: 
o Detectors should be enabled to increase facility out-gassing. 
o First day after starting pumps taking an azimuthal scan at nominal MCP voltage with small alpha 

steps, allowing out-gassing for a longer time. 
o On first day only MCP efficiency scan for comparison 
o Overnight MCP monitoring scan, taking a one minute measurement every 30 minutes, MCP on 

nominal voltage 
o Assess from MCP monitoring scan if MCP efficiency is stable. If yes, take MCP efficiency scan, if 

not, take another azimuthal scan, allowing continuing out-gassing. 
o Fishscans only when MCP efficiency stabilized. 
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6.3.3 Mass-mass/charge matrix

The MCP efficiency measurements for different species and elements allowed to produce a mass versus mass
per charge contour plot (e.g. SOHO/CTOF [32] or Ulysses/SWICS [23]). For the following contour plots
the data is not yet calibrated. For the plot the PHA raw-files were used (see Appendix E for explanation),
where among others the ESA voltage step, the deflection plate step, the residual energy measured by the
SSD (when on Quadrant 0 or 1), and the time of flight is stored for each valid TOF measurement. The
mass and the mass/charge is then calculated with the following equations (refer to Equations 1.2 and 1.3):

m = 2 · ESSD

(τ

d

)2
(6.2)

m/q = 2 (kESA VESA + Uacc)
(τ

d

)2
(6.3)

where ESSD is the residual energy measured with SSD, τ the time of flight for distance d, VESA the ESA
voltage, and kESA the analyzer constant for the energy analyzer. The data for mass and mass/charge
is then stored in a 2D histogram and plotted as a contour plot. Please note that the calculated mass or
mass/charge value is not the expected value since the ions lose energy UCF,loss when passing through the
carbon foils at the bottom of the TOF section and the SSD measurements have a large energy defect
(ESSD = αSSD(E,m) · E. See Chapter 1 for details.

TOF and energy spectra

Histograms for TOF and SSD energy can be made from the pulse height distribution. The energy loss in
the solid state detector can be estimated from the SSD energy histograms. The TOF measurement is not
strongly influenced by instrument effects since the energy loss due the carbon foil is very small. In Figures
6.3 and 6.4 TOF and energy histograms for an Ar5+ beam are shown. Since the mass/charge ratio for Ar5+

and O2+ are equal for the same energy/charge ratio, the mass separator in CASYMS cannot discriminate
the residual oxygen in the source chamber. The time of flight is equal as well (E/q = m/q · v2

2 ).

M-M/Q matrix FM1

During the FM1 calibration campaign the following ions were used:

• Hydrogen, H+

• Helium, 4He+ and 4He2+

• Nitrogen, N+ in Ar3+ beam

• Oxygen, O+ and O2+ in Ar5+ beam

• Argon, 40Ar+, Ar2+, Ar3+, Ar4+, Ar5+ and Ar6+

The N+ and O2+ were in the argon beam due to similar m/q and E/q. The mass separation in the
CASYMS facility [21] was not good enough to separate Ar3+ (m/q = 13.333) from N+ (m/q = 14)2.
The post-acceleration VPAC was between 18.5 and 20 kV. The energy range was between 2 keV/e and 60
keV/e. The time of flight distribution was very broad during calibration (FWHM more than 20 % of peak
value). After the Bern calibration period the time of flight electronic was improved, resulting in a smaller
TOF distribution (about 10 %). See Figure 6.5 for the mass-mass/charge matrix of FM1.

2The O2+ and the Ar5+ can only be distinguished by the residual energy measurement. Both have the same time of flight
and E/q.
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Figure 6.3: Histograms of TOF (left) and energy measured by SSD (right), FM1. The used beam was an Ar5+

beam at 60 keV/e, beam intensity 0.2 kHz/0.1 cm2. The post acceleration was 20 kV. In the energy spectrum the
O2+ peak is weakly visible. The ion energy of argon after PAC is 400 keV, that of oxygen 160 keV.

Figure 6.4: Histograms of TOF (left) and energy measured by SSD (right), FM2. The used beam was an Ar5+

beam at 60 keV/e, beam intensity 0.2 kHz/0.1 cm2. The post acceleration was 18 kV. In the energy spectrum the
O2+ peak is clearly visible. The ion energy of argon after PAC is 390 keV, that of oxygen 156 keV.

Figure 6.5: M-M/Q matrix for FM1. Data from MCP efficiency measurements. Intensity is normalized, different
beam energy. The data is uncalibrated.
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Figure 6.6: M-M/Q matrix for FM2. Data from MCP efficiency measurements. Intensity is normalized, different
beam energy. The data is uncalibrated.

M-M/Q matrix FM2

During the FM2 calibration campaign the following ions were used:

• Hydrogen, H+, E/q = 60 keV/e

• Helium, 4He+, E/q = 2 keV/e

• Oxygen, O2+ in Ar5+ beam, E/q = 60 keV/e

• Neon, Ne4+, E/q = 60 keV/e

• Argon, 40Ar5+, E/q = 60 keV/e

The post-acceleration was only 18.5 kV. See Figure 6.6 for the mass-mass/charge matrix of FM2. The
time of flight resolution is better than for the FM1 calibration, less than 10 % of the nominal value.
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Figure 6.7: Azimuthal response of integrated FM1. The intensity is normalized to the maximum value of each
quadrant. Center of Solar Wind Sector (SWS) is at 0 deg. One half of quadrant 1 is blocked. The start rate for the
quadrants with SSD detectors is SF0 (Quadrant 0 and 1), for the quadrants without SSD detectors is SF2 (Quadrant
2 and 3).

6.4 Azimuthal angle response

The detection of ions is strongly dependant on the azimuthal position. The entrance system has blockages
that reduce the transmittance of particles at the entrance and at the exit slits. As reported in Section
3.5, these blockage structures can be seen very well. The integrated instrument consists in addition of a
TOF section with carbon foils at the bottom that are held by grids. This grid structure has spokes every
22.5 deg. These spokes as well as the grids have an influence on the ion transmission. The position of
these features (peaks and dips) depend neither on the applied PAC voltage nor on the beam energy, since
it only depends on the center of the focused beam spot, whereas the intensity depends on the size of the
beam spot and thus on the PAC voltage and the beam energy. In Chapter 5 these transmission effects are
discussed for measurements with the ESEA with post-acceleration. With the integrated instrument these
features can be seen, too. Although the grids are thin (< 1 mm) the well focused beam is partly cut off
by these grids.
Unlike the solar wind with a thermal velocity of more than one percent of the bulk velocity, the ion beam
provided in CASYMS is a nearly monochromatic pencil beam, comparable to a delta function, whereas
the typical solar wind can be well described with a Gaussian distribution. Therefore it was possible to
obtain an ion optical image of the structures of PLASTIC. See Figure 6.7 for an overview of the whole
azimuthal range.

6.4.1 Main channel

The azimuthal angle range of the main channel is 45 degrees. There is a spoke in the center of the Solar
Wind Sector (SWS). The carbon foils are held by a grid. It can clearly be seen that the intensity drops
where the well focused ion beam hit the grid of the TOF structure (see Chapter 5 for a similar observation).
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Figure 6.8: Azimuthal angle scan of integrated FM1 Quadrant 0 main channel.
Left: He+, E/q = 2 keV/e, VPAC = 15 kV, VMCP = 3060 V, elevation angle 0 degree.
Right: He+, E/q = 2 keV/e, VPAC = 20 kV, VMCP = 3060 V, elevation angle 0 degree.
The mechanical structures of the TOF structure can be seen.

In Figures 6.8 and 6.9 the azimuthal angle scans are shown. The whole quadrant 0 is plotted. Only the
range between −22.5◦ and +22.5◦ belongs to the SWS. With the small sectors at the sides suprathermal
particles will be measured. The active area is much smaller than for the SWS even though the angular
acceptance out-of-ecliptic is larger. But the total azimuthal acceptance is half of the azimuthal acceptance
of the SWS.

6.4.2 S-channel

The S-Channel has a much smaller aperture. To get a decent count rate on the detectors the beam
intensity had to be very high. It was important that the angular scan was only restricted to the solar
wind sector (SWS) because the detectors would have been saturated if the high rate beam had entered
through the small apertures belonging to the suprathermal sector. See Figure 6.10.

6.4.3 Wide angle partition

The WAP section consists of the three quadrants 1, 2 and 3 in addition to the two suprathermal sectors
on the sides of the SWS (see Figure 6.2). For the two suprathermal sectors of quadrant 0 see Figures 6.8
and 6.9. Half of quadrant 1 is blocked by a mechanical structure of the entrance system and therefore
not used. Only the quadrants 0 and 1 have SSD detectors that allow the complete characterization of
the incident particles (see Section 1.3). All quadrants of FM1 could be calibrated in CASYMS, whereas
only quadrant 0 of FM2 could be tested, due to the short calibration time. But also for quadrants 1,
2 and 3 the calibration time was limited, only a couple days, mainly used for MCP detection efficiency
measurements.



112 Calibration of the integrated PLASTIC instrument at the University of Bern

Figure 6.9: Azimuthal angle scan of integrated FM2 Quadrant 0 main channel.
He+, E/q = 2 keV/e, VPAC = 15 kV, VMCP = 3060 V, elevation angle 0 degree.

Figure 6.10: Azimuthal angle scan of integrated FM1 and FM2 S-channel:
Left: He+, E/q = 2 keV/e, VPAC = 20 kV, VMCP = 3060 V, elevation angle 0 degree
Right: He+, E/q = 2 keV/e, VPAC = 19 kV, VMCP = 2800 V, elevation angle 0 degree.
The S-channel of FM1 shows a strong asymmetry. This asymmetry was also detected during the calibration of the
ESEA, see Section 3.5. It is due to the geometry of the S-channel slits.
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Figure 6.11: Azimuthal angle scan of integrated FM1 Wide Angle Partition.
Top: Quadrant 1, He+, E/q = 2 keV/e, VPAC = 20 kV, VMCP = 3250 V, elevation angle 0 degree.
Bottom left: Quadrant 2, He+, E/q = 2 keV/e, VPAC = 15 kV, VMCP = 3060 V, elevation angle 0 degree.
Bottom right: Quadrant 3, He+, E/q = 2 keV/e, VPAC = 20 kV, VMCP = 2800 V, elevation angle 0 degree.
The mechanical structures of the TOF structure can be seen. For quadrant 2 the PAC voltage could not be brought
up to 20 kV because the vacuum pressure in the instrument chamber was not low enough.
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6.5 Energy and angular acceptance

For each aperture a geometric factor measurement was performed. The procedure was different than for
the ESEA (see Chapter 3). Instead of changing the beam energy, the ESA voltage was changed for each
elevation angle. The whole procedure was automatized. The set ESA voltage had to be transformed into
energy per charge to get transmission contour plots depending on beam energy and elevation angle. Unlike
the ESEA, the transmission is strongly dependent on the azimuthal position. An azimuthal scan was done
before launching a geometric factor measurement to choose a good azimuthal angle. For each geometric
factor plot it is important to keep the respective azimuthal position in mind. For these measurements,
ESA and deflection plate sweeping was disabled so that the counts were accumulated during one minute
for each angle and ESA voltage step. At the beginning and at the end of the measurements a beam
intensity measurement was performed.

6.5.1 Main Channel

For the main channel there are two measurements for each flight model. For each setting the active area
(see Table 6.1) and the geometric factor (see Table 6.2) are calculated. Since the detection efficiency of
the MCP and the SSD are crucial for both numbers, they depend on the mass, energy and charge of the
particles. For FM1 the stop rate STP0 was not used because it was not comparable to the the start and
the coincidence rates SF0 and SFR0.
The elevation angle and energy acceptance measurements (Geometric Factor, see Figure 6.12) were auto-
mated. The beam energy was set to 2 keV/e and the elevation angle was scanned from -5.5 to +6.0 in
steps of 0.5 deg. For each angle step an ESA scan was done, whereby the ESA voltage was increased by
about two volts for each step. The ESA voltage scan was not uniformly stepped but rather optimized for
best possible range scanning.

Instrument Azimuthal angle SF0 SFR0 RA TRIG
(deg) (cm2)

FM1 −8 0.37 0.5 0.6
(fishscan-050108.txta, He+, E/q = 2 keV/e, VPAC = 20 kV, VMCP = 3060 V)

FM2 8 0.47 0.19 0.64
(fishscan-050620-0636.txt, He+, E/q = 2 keV/e, VPAC = 18 kV, VMCP = 3000 V)

FM2 −8 0.35 0.14 0.44
(fishscan-050622-0915.txt, He+, E/q = 2 keV/e, VPAC = 18 kV, VMCP = 3000 V)

aName of text file with the elevation angles, the respective log files have the name PLA FM*-date-time.log, one log file
for each elevation angle step

Table 6.1: Active area of MC integrated instruments

6.5.2 S-channel

The S-channel has a much smaller active area than the main channel. Therefore a higher beam rate
was needed and a longer accumulation time. For all S-channel measurements compiled in Table 6.3 the
integration time was two minutes. The stop rate could not be used for the main channel of FM1, so only
the active area and geometric factor of the start rate, coincidence rate and resistive anode trigger rate
(RA_TRIG) were calculated, see Tables 6.3 and 6.4.
As for the main channel, the geometric factor measurements for the S-channel were automated. The
elevation angle was scanned from -0.6 to +0.6 with a step size of 0.1 deg. The electrode voltage is set
for each elevation angle step, according to a sweep command table for the voltage settings of the four
electrodes SCO-L, SCI-U, ESA-O and ESA-I (see Figure 1.7), using the analyzer constants evaluated in
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Instrument Azimuthal angle SF0 SFR0 RA TRIG
(deg) (eV/eV cm2 sr)

FM1 −8 1.0 · 10−3 1.3 · 10−4 1.5 · 10−3

(fishscan-050108.txta, He+, E/q = 2 keV/e, VPAC = 20 kV, VMCP = 3060 V)

FM2 8 1.8 · 10−3 6.0 · 10−4 4.0 · 10−3

(fishscan-050620-0636.txt, He+, E/q = 2 keV/e, VPAC = 18 kV, VMCP = 3000 V)

FM2 −8 1.3 · 10−3 5.0 · 10−4 2.9 · 10−3

(fishscan-050622-0915.txt, He+, E/q = 2 keV/e, VPAC = 18 kV, VMCP = 3000 V)

aName of text file with the elevation angles, the respective log files have the name PLA FM*-date-time.log, one log file
for each elevation angle step

Table 6.2: Geometric factor of MC integrated instruments

Chapter 3. The voltage range and step size were optimized for best range coverage. In Figure 6.13 the
angular and energy acceptance plots are shown.

Instrument Azimuthal angle SF0 SFR0 RA TRIG
(deg) (cm2)

FM1 −11 3.0 · 10−4 4.5 · 10−5 4.0 · 10−4

(fishscan-041214.txta, He+, E/q = 2 keV/e, VPAC = 20 kV, VMCP = 3060 V)

FM2 11 5.8 · 10−4 2.4 · 10−4 8.1 · 10−4

(fishscan-050620-0636.txt, He+, E/q = 2 keV/e, VPAC = 18 kV, VMCP = 3000 V)

aName of text file with the elevation angles, the respective log files have the name PLA FM*-date-time.log, one log file
for each elevation angle step

Table 6.3: Active area of SC integrated instruments

Instrument Azimuthal angle SF0 SFR0 RA TRIG
(deg) (eV/eV cm2 sr)

FM1 −11 7.8 · 10−8 1.1 · 10−8 1.7 · 10−7

(fishscan-041214.txta, He+, E/q = 2 keV/e, VPAC = 20 kV, VMCP = 3060 V)

FM2 11 1.3 · 10−7 5.0 · 10−8 4.2 · 10−7

(fishscan-050620-0636.txt, He+, E/q = 2 keV/e, VPAC = 18 kV, VMCP = 3000 V)

aName of text file with the elevation angles, the respective log files have the name PLA FM*-date-time.log, one log file
for each elevation angle step

Table 6.4: Geometric factor of SC integrated instruments

6.5.3 Wide angle partition

Only the FM1 WAP could be calibrated in Bern as mentioned above. For FM1 a complete geometric
factor measurement was only performed for the non-SSD side (Quadrant 2 and 3), see Table 6.5 for a list
of the used data files. Since there is no resistive anode on the non-SSD side, only the active area and
the geometric factor of two rates, start rate SF2 and coincidence rate SFR2, are calculated, which can
be compared to the parameters obtained for main and S-channel. See Tables 6.5 (active area) and 6.6
(geometric factor).
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Figure 6.12: Angular and energy acceptance plot main channel of the integrated instrument:
(from top left to bottom right)
FM1 azimuthal angle scan, He+, E/q = 2 keV/e, VPAC = 20 kV, VMCP = 3060 V
FM1 energy vs elevation angle plot, azimuthal angle −8◦, same settings
FM2 azimuthal angle scan, He+, E/q = 6 keV/e, VPAC = 18 kV, VMCP = 3000 V
FM2 energy vs elevation angle plot, azimuthal angle 8◦, He+, E/q = 2 keV/e, VPAC = 18 kV, VMCP = 3000 V
FM2 azimuthal angle scan, He+, E/q = 6 keV/e, VPAC = 18 kV, VMCP = 3000 V
FM2 energy vs elevation angle plot, azimuthal angle −8◦, He+, E/q = 2 keV/e, VPAC = 18 kV, VMCP = 3000 V
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Figure 6.13: Angular and energy acceptance plot of S-channel of integrated instrument:
(from top left to bottom right)
FM1 azimuthal angle scan, He+, E/q = 2 keV/e, VPAC = 20 kV, VMCP = 3060 V
FM1 energy vs elevation angle plot, azimuthal angle −11◦, same settings
FM2 azimuthal angle scan, He+, E/q = 2 keV/e, VPAC = 19 kV, VMCP = 2800 V
FM2 energy vs elevation angle plot, azimuthal angle 11◦, He+, E/q = 2 keV/e, VPAC = 18 kV, VMCP = 3000 V

The elevation angle and energy acceptance measurements (geometric factor, see Figure 6.14) were auto-
mated as for the other channels. The beam energy was set to 2 keV/e and the elevation angle was scanned
from -6 to +10 in steps of 1.0 deg. For each angle step an ESA scan was done, whereby the ESA voltage
was increased by about two volts for each step. The ESA voltage scan was not uniformly stepped, but
rather optimized for best possible range scanning.
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Instrument Azimuthal angle SF2 SFR2
(deg) (eV/eV cm2 sr)

FM1 Quadrant 2 −8 0.13 0.05
(fishscan-050115.txta, He+, E/q = 2 keV/e, VPAC = 20 kV, VMCP = 2900 V)

FM1 Quadrant 3 −8 0.22 0.10
(fishscan-050122.txt, He+, E/q = 2 keV/e, VPAC = 20 kV, VMCP = 2900 V)

aName of text file with the elevation angles, the respective log files have the name PLA FM*-date-time.log, one log file
for each elevation angle step

Table 6.5: Active area of WAP integrated instruments

Instrument Azimuthal angle SF2 SFR2
(deg) (cm2)

FM1 Quadrant 2 −8 1.0 · 10−3 3.7 · 10−4

(fishscan-050115.txta, He+, E/q = 2 keV/e, VPAC = 20 kV, VMCP = 2900 V)

FM1 Quadrant 3 −8 1.4 · 10−3 6.9 · 10−4

(fishscan-050122.txt, He+, E/q = 2 keV/e, VPAC = 20 kV, VMCP = 2900 V)

aName of text file with the elevation angles, the respective log files have the name PLA FM*-date-time.log, one log file
for each elevation angle step

Table 6.6: Geometric factor of WAP integrated instruments
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Figure 6.14: Angular and energy acceptance plot WAP of integrated instrument:
(from top left to bottom right)
FM1 quadrant 2 azimuthal angle scan, He+, E/q = 2 keV/e, VPAC = 20 kV, VMCP = 2900 V
FM1 quadrant 2 energy vs elevation angle plot, azimuthal angle −8◦, He+, E/q = 20 keV/e, VPAC = 20 kV,
VMCP = 2960 V
FM1 quadrant 3 azimuthal angle scan, He+, E/q = 2 keV/e, VPAC = 20 kV, VMCP = 2900 V
FM1 quadrant 3 energy vs elevation angle plot, azimuthal angle −8◦, same settings
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Figure 6.15: Comparison of S-channel FM1, left side transmission of integrated instrument, right side angular
acceptance plot for ESEA, center of the SWS at 60 deg. The transmission on the negative side is significantly
smaller than on the positive side, which can be explained by the different transmission of the S-channel aperture.

6.6 Comparison

The ion optical properties of PLASTIC entrance system/energy analyzer (ESEA) were measured exten-
sively at the University of Bern, see Chapter 3. The ion beam facilities in Bern allow a precise charac-
terization of the transmission and deflection abilities of a space instrument such as PLASTIC. In this
section the ion optical calibration of the integrated instruments FM1 and FM2 are compared to the ion
optical calibration measurements of the ESEA of FM1 and FM2. The two modules are also compared to
each other, since the goal of the STEREO mission is to provide two nearly identical instrument suites in
space. They are almost identical, see Chapter 3, but the differences between the two instruments made it
necessary to use two separate sets of instrument parameters.
Since the absolute transmission factors of the integrated instruments not only depend on the ion optical
properties, but also on the detection efficiency of the MCP and the SSD, the parameters are not compara-
ble between ESEA and the integrated instrument. However, the comparison can explain features observed
during the calibration campaigns of the integrated instruments.
In the following, azimuthal angle response and energy and angular acceptance (geometric factor) mea-
surements are compared and discussed.

6.6.1 Azimuthal angle response

Comparing FM1 and FM2 azimuthal scans, the S-channel measurement for FM1 shows a strong asymmetry
between the plus and the minus side of the scan. Comparing it to the S-channel angular acceptance of the
ESEA, one can see that the transmission is a factor 1.5 higher on the positive side (see Figure 6.15). For
FM2 the azimuthal scan looks symmetric, which agrees with the ESEA measurement, too (see Figure 6.16).
The main channel transmission is symmetric, the mechanical parts blocking the beam are clearly visible.
On Figure 6.17 the transmission over the complete azimuth is shown for FM1, zero degree corresponds
to the center of the solar wind sector (SWS). For FM2 only quadrant 0 was measured. The intensity is
normalized for each quadrant. The spokes in the center of each quadrant can clearly be seen as well as the
grids holding the carbon foil. Half of quadrant 1 is blocked. All calibration measurements in CASYMS
are done with a parallel and monoenergetic beam, imaging all mechanical features of the instrument. In
space the solar wind has a thermal velocity that is much higher than that of the CASYMS ion beam. This
smoothes the visible transmission differences depending on the azimuthal angle.
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Figure 6.16: Comparison of S-channel FM2, left side transmission of integrated instrument, right side angular
acceptance plot for ESEA. Unlike FM1, the S-channel aperture shape is symmetric.
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Figure 6.17: Comparison of main channel and WAP transmission depending on the azimuthal angle. (Black dashed
line ESEA measurement, red solid line integrated instrument.) Angle zero degree responds to the center of the solar
wind sector (SWS). For FM2 there are only quadrant 0 measurements for the integrated instrument. All intensities
are normalized to 100 for each quadrant. For the integrated instrument the spoke is clearly visible in the center of
each quadrant as well as the grids holding the carbon foil. Half of quadrant 1 is blocked.
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Figure 6.18: Comparison of angular and energy acceptance of FM1. From left to right main channel, S-channel
and WAP. The red contours are those of the integrated instrument measurements.

Figure 6.19: Comparison of angular and energy acceptance of FM2. Main channel and S-channel. The red contours
are those of the integrated instrument measurements.

6.6.2 Geometric factor

The comparison of the angular and energy acceptance is suited to check whether the ion optical charac-
teristics of PLASTIC change for the integrated instrument. On Figure 6.18 the transmission is plotted
depending on the elevation angle and beam energy for all three apertures of FM1. Main channel and
S-channel plots for FM2 are shown on Figure 6.19. There are no WAP measurements for FM2. The
transmission contours for the integrated instruments are overplotted in red. The S-channel contour plots
for FM1 ESEA are shifted by 0.3 deg, for FM2 ESEA by 0.2 deg. These small offsets are due to the very
sensitive angular acceptance of the S-channel. If the turntable in CASYMS, on which the instruments are
mounted, is not exactly parallel to the incident ion beam, the maximum angular acceptance angle differs.
The accuracy of the elevation angle settings is not better than 0.1 deg. For the two larger apertures this
effect does not play an important role, since the angular acceptance width is at least 20 times larger than
0.1 deg.
For main channel and WAP the comparison plots show a very good agreement, while for the S-channel
the energy acceptance of the integrated instrument seems to be smaller. But the difference is very small
considering that the count rate is very low for the S-channel.

6.7 Conclusions and summary

The calibration campaign for the integrated instruments FM1 and FM2 were very restricted. Nevertheless
the measurements gave interesting and important knowledge about the ion optical characteristics of the
integrated instruments compared to the entrance system/energy analyzer. Since there were major changes
in the instruments after the Bern calibration, some of the calibration results gained were no longer valid,
e.g., the resolution of the TOF measurement of FM1. Improvements of the electronics give a better TOF
resolution than before (before improvement about 20 % of the nominal TOF). This should allow to resolve
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the different charge states of iron in the solar wind. Before, the large uncertainty made it impossible to
see the different charge states. However, the following conclusions can be drawn:

• There is no big difference in the angular and energy acceptance between ESEA and integrated
instruments. (Geometric factor measurements)

• The azimuthal response of the integrated instruments reflect the azimuthal response of the ESEA.
Additionally, the mechanical features of the parts below the ESEA could be clearly resolved by the
parallel ion beam of CASYMS, reducing the absolute transmission of the instrument.

• The instrument response depends strongly on the settings of the MCP and the SSD. The relation
between detection efficiency and energy defects must be incorporated into the data analysis.

• The capabilities of PLASTIC to detect and resolve different charge states and species in the solar
wind depend highly on the resolution of the TOF and the SSD energy measurement, as well as on
the energy defects of the SSD. Thus, it is important that the post-acceleration voltage is as high as
possible.

• It can be expected from calibration results that the measured counts through the main channel and
the S-channel are rather small. The relative accumulation time for the ESA and deflection plate
voltage steps, which are at the maximum position of the solar wind distribution, is very small. Only
about 6 to 8 ESA voltage steps cover the protons in the solar wind.





Chapter 7

First in-Flight data from
STEREO/PLASTIC

7.1 Introduction

On Thursday, 26th of October 2006, at 1:52 a.m. UTC, the Delta II 7925-10L rocket carrying the two
STEREO spacecraft, was successfully launched from Cape Canaveral Air Force Station in Florida, see
Figure 7.1. The twin spacecraft were separated soon after the launch. After several orbits around the
Earth STEREO A (Ahead) left on the 22nd of December the highly eccentric orbit towards its orbit
around the Sun. STEREO B (Behind) had one more orbit and with gravitational assist of the Moon it
left the Earth’s orbit on the 12th of February.
In this short chapter I want to present some preliminary results from in-flight data. It demonstrates
that the PLASTIC instrument works fine and delivers scientific measurements. In this concept it is a
conclusion to the previous calibration measurements.

Figure 7.1: Launch of the Delta II rocket carrying the two STEREO spacecraft
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Figure 7.2: Bulk velocity on the 28th of February, 2007. Measured with the PLASTIC sensor on STEREO A.

7.2 First data from flight

7.2.1 Overview

I look at two different data products, the PHA data and the full monitor rate. For each valid time of flight
measurement (double coincidence), the E/q step, the deflection angle step, the position, section, quadrant,
SSD energy and time of flight is measured and stored, like the PHA data obtained during integrated
instrument calibration, see Section 6.2.3. But only a selection is sent to ground in full resolution, 768
events from all quadrants and channels for each complete energy/charge and deflection angle cycle (128
ESA voltage steps and 32 deflection steps), selected according to different priorities (highest priority for
heavy solar wind ions). These TOF events are stored in the PHA data file, Apid315. From the PHA
all other data products are produced onboard, and then transmitted to ground. Additionally, rates are
calculated onboard and sent to ground. For more information on the data products, see [17].
All data studied here are from STEREO A, since STEREO B was still in the Magnetosheath during this
work.

7.2.2 PHA data

I looked at PHA raw data, the Apid315 file, on the 28th of February. The bulk velocity over the whole
day is plotted in Figure 7.2. Histograms of the PHA data accumulated between 8 and 9 a.m. are shown
in Figure 7.3. The switch from main to S-channel is visible. From the measured data, ESA step, SSD
energy and time of flight, a mass-mass/charge plot can be generated, like in Section 6.3, see Figure 7.4
(conversions used for M-M/Q plot: 2 keV/e per SSD channel and 0.25 ns per TOF channel). One has
to keep in mind, that the ion species have different priorities for storage. So the heavy ions are stored
with a higher priority than the protons. Therefore, the shown M-M/Q plot does not reflect the solar
wind composition. The data has to be corrected for energy defects and offsets. In the classifier data the
measured abundances are recorded.
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Figure 7.3: PHA data from STEREO A. Data accumulated between 8 and 9 a.m. on the 28th of February, 2007.
The switch from main to S-channel at ESA step 53 is clearly visible on the left plots. The peak at ESA step 77 is
from protons and corresponds to a proton velocity of about 640 km/s, the peak a the switch is from alphas and heavy
ions like O6+.

Figure 7.4: M-M/Q plot 28th of February, 2007. Counts accumulated over a whole day. Measured with PLASTIC
sensor on STEREO A. Data is not corrected for energy loss.
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Figure 7.5: Contour plot of full monitor rate of minute 1240 on the 20th of February, 2007. Deflection step versus
ESA step. The switch from main to S-channel is clearly visible at ESA step 89. ESA step 127 corresponds to
E/q = 0.2 keV/e, ESA step 64 to E/q = 4 keV/e. The peak at ESA step 106 is from protons and corresponds to a
proton velocity of about 330 km/s, the peak a the switch is from alphas and heavy ions like O6+.

7.2.3 Preliminary He/H ratio in slow solar wind

To determine the bulk velocity (proton velocity) of the solar wind, I used the full monitor rates, Apid317,
of the 20th of February, 2007 from the STEREO A spacecraft. In this file one rate (e.g., start rate, SF0)
is stored in full resolution, for 64 ESA steps. On that day, the RA trigger rate, RA TRIG, is recorded for
ESA steps 64 to 127 for each sweeping cycle. I selected a time period where the bulk velocity was steady.
For each cycle the rate for 64 ESA steps and the corresponding 32 deflection steps are available. A contour
plot of minute 1240 is shown in Figure 7.5. I applied a 2D Gauss function to the data to obtain the bulk
velocity, the thermal velocity and the out-of-ecliptic angle, see Figure 7.6 for the minutes between 6.20
p.m. and 11.20 p.m. UTC.
The He2+ velocity was obtained for each minute applying a 1D Gauss function to the velocity distribution,
after summation over all deflection steps. Additionally, the counts were corrected for the S-channel switch.
From the amplitude of the proton and alpha distributions I calculated a preliminary He/H ratio. The
alpha velocity, the He/H ratio versus time and the alpha velocity versus proton velocity are shown in
Figure 7.7 for the same time period as above.

Summary

Comparing the results with ACE/SWEPAM [44] Level 1 data from the ACE science center web page
(http://www.srl.caltech.edu/ACE/ASC/), see Figures 7.8 and 7.9, the two instruments show a quite
good agreement. ACE orbits around the L1 Lagrangian point, approximately 1.5·106 km away from earth.
The position of ACE was xGSE ≈ 0.01 AU and yGSE ≈ 0.001 AU) on the 20th of February, STEREO A
was at xGSE = 0.02 AU and yGSE = −0.01 AU. The two spacecraft were close, the distances of the two
spacecraft from the sun are both about 0.98 AU. Both data sets are preliminary data, PLASTIC data is
given per minute, ACE/SWEPAM solar wind values are five minutes averages.
Aellig et al., [1], shows that the alpha/proton ratio varies with the solar cycle. The alpha/proton ratio
during solar minimum is lower than 0.02, what would agree with our measurement.

7.3 Conclusion and outlook

First preliminary PLASTIC measurements of some solar wind data show promising results. Both space-
craft are working fine, hopefully providing us in the next time with data.
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Figure 7.6: Proton velocity, thermal velocity and out-of-ecliptic angle between 6.20 p.m. and 11.20 p.m. UTC on
the 20th of February 2007, STEREO A
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Figure 7.7: Alpha velocity, He/H ratio versus time and alpha versus proton velocity are shown between 6.20 p.m.
and 11.20 p.m. UTC on the 20th of February 2007, STEREO A.
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Figure 7.8: Proton velocity measured with PLASTIC on STEREO A, 20th February, 2007.

Figure 7.9: Proton velocity and He2+/H+ ratio, five minutes averages. ACE/SWEPAM Level 1 data, 20th February,
2007.





Chapter 8

Nickel/iron ratio in the solar wind:
Measurements with CELIAS/MTOF on
SOHO

8.1 Introduction

8.1.1 Motivation

The STEREO mission is one of the many missions, which investigate the solar terrestrial relationship.
We look forward to the science return phase since so much preparatory calibration work was done to
ensure a properly functioning instrument. To be prepared for the STEREO data I evaluated other solar
wind composition data provided by the CELIAS/MTOF instrument onboard SOHO, which studies the
elemental composition of the solar wind.
In the solar wind the elements with a low first ionization potential (FIP) are enriched relative to their
photospheric abundances, see [19]. Nickel as well as iron have a low-FIP compared to oxygen. The
iron/oxigen elemental ratio has been studied earlier (see for example [68] or [34]). It was now interesting
to study whether nickel also shows an enrichment in the solar wind compared to the elemental abundance
in the photosphere. As our study presented in this chapter shows, the nickel/iron elemental ratio is the
same for photosphere, solar wind and meteorites, thus it can be concluded that nickel experiences the
same enrichment process in the solar corona like other low-FIP elements.

8.1.2 SOHO Mission

The Solar and Heliospheric Observatory is a joint space mission of the European Space Agency (ESA)
and the National Aeronautics and Space Administration (NASA). The SOHO spacecraft was launched on
the 2nd December 1995 from Cape Canaveral Space Center. SOHO was launched to answer the following
three fundamental questions:

• What is the structure and dynamics of the solar interior?

• Why does the solar corona exist and how is it heated to the extremely high temperature of about 1’000’000◦ C?

• Where is the solar wind produced and how is it accelerated?

The last topic is investigated with the CELIAS instruments, which is briefly discussed below. The SOHO
mission is up till now one of the most successful missions, providing a broad insight into the structure of
the Sun and the inner heliosphere.
SOHO moves around the Sun in step with the Earth, by slowly orbiting around the First Lagrangian Point
(L1), where the combined gravity of the Earth and Sun keep SOHO in an orbit locked to the Earth-Sun
line. The L1 point is approximately 1.5 million kilometers away from Earth, in the direction of the Sun.



134 Nickel/iron ratio in the solar wind

8.2 Instrumentation

8.2.1 Charge, Element and Isotope Analysis System (CELIAS)

The CELIAS instrument is designed to study the composition of the solar wind and of solar and inter-
planetary energetic particles. It consists of three different sensors which are optimized for a particular
aspect of the ion composition and a photodiode sensor to study the extreme ultraviolet radiation from the
solar disk. The three time of flight (TOF) sensors are CTOF, MTOF and STOF. The MTOF is discussed
below. The CTOF (Charge determining TOF) sensor determines the Mass, M , ionic charge, Q, and
speed, v, of individual ions from the measurement of their time of flight and energy within a preset E/Q
channel. The measurement principle is similar to the measurement principle of PLASTIC, see Chapter
1. The STOF, the Suprathermal Time-of-Flight sensor, is a particle telescope intended to measure ionic
charge states of particles with suprathermal energies in the range 20 - 4000 keV/amu from just above the
solar wind up to low energy flare particle energies. For more information about CELIAS, see [32].

8.2.2 MTOF - Mass Determining Time-of-Flight Sensor

The MTOF sensor, see Figure 8.1, is a high mass resolution system (M/∆M > 100) which provides solar
wind composition data over a wide range of solar wind. MTOF consists of an entrance system, the Wide
Angle, Variable Energy/charge (WAVE) passband deflection system and an isochronous time-of-flight
system, V-MASS.
Solar wind ions enter the instrument through the WAVE entrance system, which has an energy per charge
bandwidth of about half of a decade and a conic field of view of ±25◦ width. The entrance system also
suppresses the solar wind proton flux and the solar UV radiation, which would saturate the instrument
by start and stop counts. Additionally, it reduces the transmission of scattered ions and neutrals to a
minimum. On the other hand, the wide energy bandwidth of WAVE allows, that it transmit almost the
full velocity distribution of a given solar wind species. After the WAVE particles can be accelerated or
decelerated towards a thin carbon foil (2.1 µg/cm2) at the entrance of V-MASS. V-MASS is a V-shaped
isochronous time of flight spectrometer. The V-shaped and the hyperbola deflection electrodes generate
an electrostatic harmonic potential so that the time of flight of an ion between passing through the carbon
foil and the stop detector is proportional to the square root of mass per charge (M/Q∗)1/2, where Q∗ is
the charge after the carbon foil. The time of flight does not depend on the ion energy, see [47] and [29].
The time of flight of a single ion is measured between a pulse in a microchannel plate detector (Start
MCP) triggered by secondary electrons released at the passage of the ion through the carbon foil as the
start signal and the stop pulse, when the ion hits the position sensing ion microchannel plate detector
(Ion MCP), see Figure 8.1. For more details see [36] and about the instrument function see Section 8.3.

8.3 Instrument function of MTOF

The MTOF instrument function is described in detail in [68]. Here I briefly come to some important
features of the instrument function which influence the measurements of nickel and iron abundances. I
will outline the influence of the different parts of the sensor.

8.3.1 Overview

1. Charge state distribution of species in solar wind

2. WAVE transmission at a given E/q

3. Carbon foil transmission and charge state distribution of species after passing the carbon foil

4. Start efficiency, dependent on secondary electron yield

5. Transmission through V-Mass
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Figure 8.1: Schematic view of the MTOF sensor, figure from [34]

6. Stop efficiency

Count number of MTOF for species X nX :

Charge state distribution and WAVE transmission Particles after passing WAVE:
nX,WAVE =

∑
i nX fQ,X(qi) ·AAct(E/qi)

Charge state after carbon foil Particles with charge state 1+ after passing carbon foil:
nX,CF,1+ = fX,CF(1+) · nX,WAVE

Start efficiency Dependent on energy and species: ηSTART,X = 1− exp(−pMCP · γSEY,X)

Transmission of V-Mass Not specified further: α

Stop efficiency ηSTOP

The total counts measured with MTOF (Time of flight events) is given by:

nTOF,X = α · nX,CF,1+ · ηSTOP · ηSTART,X

= α · nX

∑
i

fQ,X(qi)AAct(E/qi) · fX,CF(1+) · ηSTOP · ηSTART,X (8.1)

When measuring elemental abundance and isotopic ratios the absolute species density need not be known.
In our case we are only interested in the iron/nickel elemental abundance ratio and the nickel isotope
abundances ratio. Considering this Equation 8.1 can be expressed for two species X and Y as follows:

nTOF,X

nTOF,Y
=

nX
∑

i fQ,X(qi)AAct(EX/qi) · fX,CF(1+) · ηSTOP · ηSTART,X

nY
∑

i fQ,Y(qi)AAct(EY /qi) · fY,CF(1+) · ηSTOP · ηSTART,Y

=
nX

nY
·
∑

i fQ,X(qi)AAct(EX/qi) · fX,CF(1+) · ηSTART,X∑
i fQ,Y(qi)AAct(EY /qi) · fY,CF(1+) · ηSTART,Y

(8.2)

The last step assuming that the ion optical properties of V-Mass as well as the stop efficiency of the MCP
are similar for species X and Y. For nickel and iron this assumption is valid.
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Figure 8.2: Charge state distribution of iron for solar wind speed 400 km/s and 600 km/s from 1999 to 2006,
measured with ACE/SWICS [16]. For details about level 2 data from ACE/SWICS see [55].

8.3.2 Charge state distribution

Data evaluation of ACE/SWICS data

ACE/SWICS [22] data from 1999 to 2006 were evaluated. The data was Level 2 data from the public data
server of ACE/SWICS (http://www.srl.caltech.edu/ACE/ASC/level2/lvl2DATA_SWICS-SWIMS.html).
Since the charge state distribution depends on the solar wind speed, only data within a certain velocity
range was selected for the evaluation. Three different velocity ranges were chosen (300±20 km/s, 400±20
km/s and 600 ± 30 km/s). To get a general charge state distribution all data of a velocity interval were
collected in one overall distribution for the mentioned 8 years. See Figure 8.2 for the charge state dis-
tribution over the last eight years. In Figure 8.3 the average charge state distributions are shown for all
three velocity intervals.

Charge state distribution for nickel

For nickel charge state measurements were not available over the same period as for iron. Hence we
used a simulation of the dynamic equilibrium of charge states established in the coronal expansion of the
relevant solar wind velocities, see Figure 8.4. These simulations reproduced approximately the observed
iron charge states. See [8] for a review over charge state distributions of heavy ions in the solar wind.

8.3.3 WAVE

A drawing of the WAVE entrance system is in Figure 8.5. In [30] the ion optical calibration of the MTOF
entrance system WAVE (Wide-Angle Variable Energy/charge) is described. The ion optical transmission
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Figure 8.3: Charge state distribution of iron for solar wind speed 300 km/s, 400 km/s and 600 km/s, measured
with ACE. Average charge state distribution from 1999 to 2006. See Figure 8.2.

Figure 8.4: Simulated charge state distribution of nickel for solar wind speed 350 km/s, 400 km/s and 650 km/s.

was tested with O6+ ions in CASYMS ion beam facility (see Chapter B.2). Due to the large energy
acceptance range (∆E/E ' 5) the transmission for species with similar energy/charge ratios is not very
different. Although I developed a transmission function for the WAVE entrance system, where I used the
energy and angular acceptance matrix, which was measured by Hefti, [30]. So the angular and VWAVE

acceptance can be calculated for a given ion energy and charge state, see Figure 8.6.

8.3.4 Carbon Foil

After leaving the WAVE entrance system the solar wind ions can be accelerated or decelerated towards
the carbon foil, which is mounted on the entrance of the V-mass. Acceleration or deceleration is chosen
to optimize their detection efficiency in V-mass or to prevent them from hitting the hyperbola deflection
electrode of V-mass.

Secondary electron yield in carbon foil

See internal report in Section 8.5.

Charge state distribution after carbon foil

Ions passing carbon foils experience electron electron interactions leading to reduced charge states de-
pending on the residual energy of the ions after the carbon foil. In [25] measurements and simulations
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Figure 8.5: WAVE entrance system. The en-
ergy per charge acceptance range is ∆E/E '
5. The angular acceptance is ±25◦ in- and out-
of-ecliptic. Figure adapted from [32].

Figure 8.6: WAVE azimuthal angle and WAVE voltage accep-
tance. The matrix gives the transmission for 56Fe10+ ions with
v = 400 km/s and vth = 30 km/s as a function of in-ecliptic
angle and WAVE voltage VWAVE. There is no post acceleration
voltage Vf applied. Contour lines are at 10 % intervals. Plot
adapted from [30].

are described. See Figure 8.7 for charge state distribution of nickel and iron in solar wind energy range.
The charge state distribution of nickel and iron can be calculated for a given particle energy. The part
of singly or doubly charged iron ions is higher than for nickel, thus the part of iron ions which pass the
V-mass, is higher than the part of nickel ions. This increases the relative transmission of iron compared
to nickel.

Figure 8.7: Charge state distribution after carbon foil dependent on residual energy per nucleon. Solid line nickel,
dashed line iron. From simulations based on measurements, see [25]
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Figure 8.8: Relative MTOF efficiency for 56Fe, 58Ni, 60Ni and 62Ni as a function of WAVE voltage and charge state,
solar wind speed 400 km/s. All efficiency curves for in-ecliptic angle zero and post-acceleration voltage Vf = 0 kV.

8.3.5 V-MASS

After the carbon foil the ions enter the V-mass, which is a V-shaped isochronous time of flight spectrometer.
The V-shaped and the hyperbola deflection electrode generate an electrostatic harmonic potential so that
the time of flight of an ion between the carbon foil and the stop detector is proportional to the square
root of mass per charge, (M/Q∗)1/2, where Q∗ is the ion charge state after the carbon foil, and it does
not depend on the ion energy, see [29].
Since I assumed similar transmission for the iron and nickel ions, I do not discuss the V-mass instrument
function here. It is discussed thoroughly in [68].

8.3.6 MTOF instrument function: Conclusion

Combining all effects discussed above, I get a ratio for two species, see Equation 8.2. This instrument
function is a simplification assuming similar transmission through V-MASS and comparable MCP detec-
tion efficiency for nickel and iron. In Figure 8.8 the relative efficiency for 56Fe, 58Ni, 60Ni and 62Ni is
shown as a function of charge state and WAVE voltage, in-ecliptic angle zero and no post-acceleration
voltage. The solar wind speed is 400 km/s. The relative efficiency for a species is obtained combining the
charge state distribution with the efficiency. For each WAVE voltage the ratio of the efficiency of nickel
and iron can be calculated. Together with the measured ratio of the raw counts of the respective species,
it gives the relative abundances of the two species. For the elemental abundances only the two dominant
isotopes are taken, corrected by the terrestrial abundance ratio.
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8.4 Data analysis

8.4.1 Data sets

I used MTOF data from January 1996 till January 2006. During this time several WAVE electrodes
tunings were used. We chose to study three velocity intervals: 300 km/s, 400 km/s and 600 km/s. The
range was ±20 km/s for 300 and 400 km/s and ±40 km/s for 600 km/s. The respective data was organized
in sets for each WAVE electrode settings. For 400 km/s the data was stored in histograms summed over
one day. For 300 km/s and 600 km/s the data was stored in histograms of 5 minute intervals.
For each event the time of flight is stored in the MTOF PHA files, see [67]. From this PHA files histograms
were produced, which consists of 1024 bins, one bin 4 ns. As explained in Section 8.2, the time of flight τ
of an ion with mass M is proportional to the square root of mass per charge: τ ∝ (M/Q∗)1/2 where Q∗

is the charge after the carbon foil.

8.4.2 Spectra alignment

I analyzed not each spectrum itself but the sum of all spectra over the ten years since the count rate for
nickel is small that they could not be well distinguished from the background signal. Since the time of
flight spectra had different offsets during the ten years of data all spectra had to be aligned first. For
each WAVE setting the spectra were aligned using different TOF offsets. To find the TOF offset value
an asymmetric function was applied to the spectra. The fit function µ is the sum of a Lorentzian and a
Gaussian function with center at the 56Fe peak:

µ(T ) = (1− f)
HFe

4
Γ2

L,R

(T − T0)2 + Γ2
L,R/4

+ fHFe exp
(
− (T − T0)2

2σ2
L,R

)
(8.3)

where HFe is the height of the iron peak, ΓL,R the FWHM of the Lorentzian, left or right, σL,R σ of the
Gaussian, left or right of the peak position T0, T the time of flight and f the ratio between the Gaussian
and the Lorentzian part of the function.

8.4.3 Raw counts

A 19 parameter fit function µ is applied to the aligned spectra to get the raw counts of all resolved iron
and nickel isotopes, using the maximum likelihood method. The fit function is expanded from Equation
8.3:

µ(T ) =
9∑

Ti>T,i=1

(1− f)
Hi

4

( Γ2
i,L

(T − Ti)2 +
Γ2

i,L

4

)
+

9∑
Ti<T,i=1

(1− f)
Hi

4

( Γ2
i,R

(T − Ti)2 +
Γ2

i,R

4

)

+
9∑

Ti>T,i=1

fHi exp
(
− (T − Ti)2

2σ2
i,L

)
+

9∑
Ti<T,i=1

fHi exp
(
− (T − Ti)2

2σ2
i,R

)
+ b0 + b1 · T (8.4)

Ti = α

√
mi

m0
T0 − Toffset (8.5)

Where Hi is the height of peak i, ΓL,R the FWHM of the Lorentzian, left or right, σL,R σ of the Gaussian,
left or right of the peak position Ti, T the time of flight and f the ratio between the Gaussian and the
Lorentzian part of the function. α is an additional fit parameter to account for instrument effects. m0 is
the mass of 56Fe, mi the mass of the peak i. For this small range of the TOF range a linear background
is assumed: b0 + b1 · T .
All peak shapes were kept similar and the relative proportion of the Lorentzians and Gaussians was kept
constant for all nine peaks. To match the asymmetry of the peaks inherent in the isochronous time of flight
spectra, two half-Lorentzians and two half-Gaussians with two different widths were applied to describe
the peak shapes. One width (Γi,L and σi,L) matches the counts on the left-hand side of the peak i, the
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Figure 8.9: Left: MTOF spectrum from January 1996 until January 2006 for 400 km/s solar wind. Vf = 0 kV,
VWAVE = 12 kV. The time of flight is converted to mass, the counts are accumulated raw counts during ten years for
the given WAVE settings. Right: Difference of the measured counts to the value of the 19 parameter fit function
divided by the fit function value. One can see that the fit function describes well the measured distribution in the
mass range of 54 to 60 amu.

other (Γi,R and σi,R) is to match the right-hand side. See Figure 8.9 for a typical spectrum. The time of
flight is already converted to mass, using Equation (8.5). The elemental ratio between nickel and iron
can be calculated using the areas of the two dominant isotopes 56Fe and 58Ni. Since all peaks have the
same shape, the ratio between two areas for the given peaks i and j is:

n(i)
n(j)

=
Hi

Hj

√
mi

mj
(8.6)

This ratio must be corrected for the different detection efficiencies of the two species i and j.
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8.5 Nickel/Iron with MTOF: Carbon Foil Efficiency Differences
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Abstract

To measure the elemental abundances with CELIAS/MTOF the time of flight of each particle is
measured. The start signal is triggered by secondary electrons from a carbon foil. The secondary
electron yield from carbon foils is different for nickel and iron. To get the right Ni/Fe-ratio we have
to know, among others, the detection efficiency difference between Ni and Fe. Measurements and
simulations showed that the detection efficiency is about 10% higher for iron than for nickel for particles
with 1 keV/nuc, with decreasing difference for higher energies.

1 Introduction

1.1 Motivation

We want to measure the ratio of the different nickel
isotopes. To get the right ratio we have to know
what the detection efficiency of the different iso-
topes is, respectively the relative detection effi-
ciency difference. In this short review we gather
the information available about secondary electron
yield from nickel and iron particles bombarding a
Carbon foil.

1.2 MTOF

The Mass determining TOF sensor (MTOF) is one
of the CELIAS instruments [7]. It consists of a en-
trance system (WAVE) for E/Q selection, a carbon
foil and a isochronous TOF section. See Figure 1.
It allows the mass determination of solar wind par-
ticles with an accuracy of M/∆M > 100 for all
elements in the solar wind.

2 Theory

2.1 Electronic Stopping Power

Interactions of particle with a solid may lead to
electron emission from the surface of the solid.
In a first approximation the yield of the emitted
electrons is proportional to the electronic stopping
power Se = (dE/dx)e of the incident particle in
the solid (see [15], [14] and [12] for references):
γ = A · Se/ cos α where A is the proportionality
constant and α the angle of incidence of the pro-
jectile with respect to the surface normal. For our
purpose it is now important how the electron yield
depends on the mass and charge of the incident ion.
It should be noted that for thin targets the electron
yield could be smaller than expected from theory.
In [18] three different cases of the electronic stop-
ping cross-section are discussed for heavy ions:

1. Electronic stopping of low velocity heavy ions
(v < vF )1

Kinetic energy per nucleus less than 25
keV/amu

1 Fermi velocity of target solid with electron density n:
vF = (3π2n)1/3 · ~

m
where m electron mass.

Since vF of solids is approximately like the Bohr velocity

v0 = 1
4πε0

e2

~ ' 2.2 · 106 m/s, the corresponding energy is

about 30 keV/amu.

1



Fig. 1: Left: Drawing of MTOF, right: Spectrum of
iron and nickel isotopes.
Both figures from [8]

2. Electronic stopping of medium velocity heavy
ions (vF < v < 3vF )
Kinetic energy per nucleus between 25 and 200
keV/amu

3. Electronic stopping of high velocity heavy ions
(v > 3vF )
Kinetic energy per nucleus larger than 200
keV/amu

Since E/nuc ≤ 25 keV/amu in the solar wind only
the first case is treated here.

2.1.1 Electronic Stopping of Low Velocity
Heavy Ions

In [18] this case is shortly discussed, referring to
older work (e.g. [10] and [11]). There it is stated
that the Electronic Stopping Power Se is propor-
tional to the projectile velocity v to the power kv

[11]:

Se =
(dE

dx

)
e
∝ vkv ∝

(E

m

)kE

, kv = 2kE (1)

E kinetic energy of projectile with mass m. In gen-
eral relation (1) is a good assumption.
In [10] the electronic stopping is calculated in first
approximation using a Thomas-Fermi treatment:

Se =
1

4πε0
ξε · 8πe2a0

Z1Z2(
Z

2
3
1 + Z

2
3
2

) 3
2

v

v0
(2)

Z1 nuclear charge of projectile with velocity v, Z2

nuclear charge of target, ξε is of the order of 1-2,
but may vary with Z1 approximately as ξε ≈ Z

1
6
1 .

So for Se it follows:

Se ∝
Z

7
6
1((

Z1
Z2

) 2
3 + 1

) 3
2
· v (3)

So Se is essentially dependent on the velocity for
low velocities. The term (3) Z1 is similar for iron
and for nickel (Se,Fe ∝ 6.397 · v and Se,Ni ∝ 6.606 ·
v ⇒ Se,Ni

Se,F e
= 1.033), meaning that in this theory

the electron stopping power for nickel and iron is
of the same order.

2.1.2 Electronic Stopping power according to
ERN-Theory

Experiments showed that the theory mentioned
above (the so called LSS-theory (Lindhard, Scharff
and Schiøtt, [11]) is not accurate enough to com-
pletely describe the electronic stopping power. (See

2



Figure 2 and [16]) The influence of screening poten-
tials is weak on the proportionality constant kZ1 in
Se = kZ1 · vkv . Echenique, Nieminen, Ashley and
Ritchie present a theory for stopping power consid-
ering a density functional calculation of the stop-
ping of slow particles in a free electron gas [4]. See
Figure 3.

Fig. 2: Results for the stopping power Se of all ions
with 6 ≤ Z1 ≤ 20 in five materials. The dashed
line is the fitted average trend, the solid line is
the best fit to the empirical function S(Z1) =
αZβ

1 − γ sin(ΩZ1 + Φ), with α, β, γ and Φ as
free parameter. Ω = 0.59 for all materials (10.5
in units of Z1). Projectile velocity v1 = 1.8 ·106

m/s. Figure from [16].

They calculate the stopping power using the
density-functional method:

1
v

dE

dx
=

3
kF rs

∞∑
l=0

(l + 1) sin2(δl(EF )− δl+1(EF ))

(4)
where kF Fermi momentum, rs one-electron-radius,
EF the Fermi energy and δl the phase shift at
the Fermi energy for scattering of an electron off
a spherical self-consistent potential. This the-
ory shows a strong dependence on the electron
configuration in the outermost shell. When the
shells are complete the stopping power is smaller
than for half-filled shells (e.g. minimum for Mg
(1s22s22p63s2, Z = 12) and maximum for N
(1s22s22p3, Z = 7) in Figure 3.). For iron and

Fig. 3: Stopping power of carbon 1
v

dE
dx

(here denoted
1
v

dW
dx

) as a function of nuclear charge Z1 of the
projectile. The carbon density is ρ ' 2 g/cm3.
The solid curve gives the theoretical prediction
for the one-electron-radius rs ' 1.59. Fig-
ure from [4], references for experimental data
therein.

nickel the friction coefficient 1
v

dE
dx (see eq. (4)) is

for carbon foil (ρ = 2 g/cm3 and rs = 1.59 a.u.,
private communication from P.M. Echenique) 1.24
a.u. (Fe) and 0.52 (Ni).

2.1.3 Electronic Stopping of Medium Velocity
Heavy Ions

For medium velocity heavy ions in an electronic
plasma a model based on the ideas of Kreussler,
Varelas and Brandt [9] and Brandt and Kitagawa
[3] was constructed, called BK theory [18]. In this
theory the relative velocity vr of the projectile to
the conduction electrons of the target, ve is defined
as vr ≡<| v1 − ve |> with projectile velocity v1.
Assuming that the conduction electrons are a free
electron gas in the ground state it follows for vr ≤
vF :

vr =
3
4
vF

(
1 +

2v2
1

3v2
F

− v4
1

15v4
F

)
(5)
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And then for the ion screening length (i.e. its spa-
tial extent):

Λ =
2a0(1− q)2/3

Z
1/3
1

(
1− 1−q

7

) (6)

with a0 = 5.8 · 10−11 m Bohr radius, Z1 projectile
nuclear charge and q the degree of ionization of the
ion Z1. q is given as follows:

q = 1− exp
(
− 0.92vr

v0Z
2/3
1

)
(7)

The fractional effective charge ζ = Z∗1/Z1 is:

ζ = q +(1− q)
(v0/vF )2

2
log[1+(2ΛvF /a0v0)2] (8)

Then the final stopping power for medium velocity
heavy ions is given by:

Se = SH(Z1ζ)2 (9)

with SH the proton equivalent stopping power. The
deduction of the discussed equations can be found
in [18].

2.2 Secondary electron yield γ

The secondary electron yield γ is the average num-
ber of electrons emitted per incident particle. In
many models on electronic emission the electron
yield is assumed to be proportional to the elec-
tronic stopping power Se (originally formulated by
E. Sternglass [15]). For lower projectile energies
deviations have been observed [12]. But neverthe-
less let us assume this proportionality and together
with (1):

γ ∝ Se ∝ vkv ∝
(E

m

)kE

γ = Aelement · Se/ cos α, (10)

where α angle of incidence. This relation could be
confirmed by F. Allegrini [1], see Figure 8.

2.3 Start and Stop efficiency of TOF
of MTOF

The start efficiency of the MTOF/TOF is [17]:

ηstart = 1− e−pelectronγforward (11)

with pelectron the detection efficiency of the start
MCP for single electrons and γforward the sec-
ondary electron yield in forward direction. pelectron

depends mostly on the geometrical surface of the
MCP.

3 Measurements and Simulations

3.1 Electronic Stopping Power

With SRIM2 the electronic stopping power Se =(
dE
dx

)
e

can be simulated. In Figure 4 the Z-

Oscillation mentioned above (see Figure 3) is
clearly visible. In Figure 5 the electronic stopping
power was simulated for Fe56, Ni58 and Ni60, ener-
gies between 10 and 1000 keV.
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Fig. 4: Electronic Stopping Power per v 1
v
Se versus

atomic number of the projectile Z1. The Z1-
oscillation can clearly be seen.

The SRIM simulations show a ratio Se,Ni/Se,Fe

of about (0.6± 0.05) for 56 keV. The difference be-
tween Ni58 and Ni60 is about one percent.
The simulation programm SRIM-2003 uses the re-
lation discussed in Section 2.1 as well as experimen-
tal data which are implemented into the code. In
[5] they remark that for nickel the TRIM/SRIM
simulations underestimate the experimental data
due to the lack of nickel measurements with car-
bon targets. The LSS-theory [11] is even lower with
their estimation of nickel stopping power. As noted
above the LSS-theory states for nickel and iron a
similar electronic stopping yield. SRIM simulation

2 SRIM 2003.26 by J.F. Ziegler and J.P. Biersack, The
Stopping and Range of Ions in Matter, www.srim.org
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Fig. 5: Electronic Stopping Power Se versus initial
energy of the projectile. For energies about
1 keV/amu the ratio Se,Ni/Se,Fe is about 0.7.
Simulation by SRIM.

gives better results for iron than for nickel (see Fig-
ure 6 and 7)

Fig. 6: Top:Iron stopping power in different targets,
Bottom: Ratio experiments to theoretical data
by SRIM

Fig. 7: Top:Nickel stopping power in different targets,
Bottom: Ratio experiments to theoretical data
by SRIM
For nickel there are not many experiments. For
higher velocities there are some measurements
with carbon targets. They are all underesti-
mated by SRIM.

3.2 Secondary electron yields from
different particles

F. Allegrini measured the Secondary electron yields
for oxygen, argon and iron in MEFISTO [6] using
KAFKA [2] and [1] (See Figure 8). He completed
measurements done earlier by Rothard et al ([12]
and [13]). See Figure 9.

3.3 Ratio of Secondary electron yield
and Electronic Stopping Power

In Section 2.2 the relationship between the elec-
tronic stopping power Se and the secondary elec-
tron yield γ was shortly discussed (10). In Figure
9 measured data is shown. These measurements
show γ ∝ Se.
From Figure 9 the constant A in γ = A · Se for

nickel is about ANi = AFe× 0.7 with an estimated
uncertainty of 0.15.
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Fig. 8: Measured forward yields for iron and argon.
Figures from [1].

4 Calculations and Results

4.1 Secondary electron yield ratio for
iron and nickel

It is crucial for the interpretation of the
MTOF/TOF spectra to know if the start efficien-
cies ηstart for nickel and iron are comparable.
Assuming γFe = AFe · Se,Fe and γNi = ANi · Se,Ni

the ratio of γFe and γNi is interesting:

γNi

γFe
=

ANi Se,Ni

AFe Se,Fe
(12)

= (0.42± 0.1) (13)

So the expected secondary electron yield of nickel
is about 0.42 times the secondary electron yield of
iron. For iron with 1 keV/amu γf ' 10 and so for

Fig. 9: Total Secondary Electron Yield as a function
of the electron energy loss. The data are from
Rothard et al [12]. Measurements from F. Al-
legrini [1] are plotted in colors. The electron
energy loss was calculated using SRIM. Figure
from [1]

nickel γf,Ni ' 4.
For the start efficiency ηstart (see (11)) it follows
(pelectron = 0.5, less than 0.66 for geometrical rea-
sons, AFe = 7.7 and ANi = 0.7×AFe, γ from SRIM
and equation (10), here A is already the constant
for forward yield γforward.). The following results
are for particles with 1 keV/amu:

ηstart,Fe56 = (0.99± 0.01)
ηstart,Ni58 = (0.88± 0.07)
ηstart,Ni60 = (0.88± 0.07)
ηstart,Ni62 = (0.88± 0.07)

(14)

In this calculation the SRIM simulation values were
used. Considering LSS-theory the start efficiency
for nickel would be larger [11]. According to the
theory of Echenique et al [4] the difference between
nickel and iron can be explained. Because in [1] the
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SRIM data were used for measured data (Se axis
in Figure 9, the data has to be treated carefully.
In Figure 10 the Start Efficiency η is shown for iron
and nickel for energies from 10 keV to 1000 keV.
For the calculations the values discussed above were
used. The plot shows that with higher energies the
difference between iron and nickel decreases.
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Fig. 10: Start efficiency as a function of incident en-
ergy of the projectile. Start efficiency was
calculated with equation (10) and SRIM val-
ues. With higher energies the start efficiency
of nickel is close to the start efficiency of iron.

5 Conclusion and Summary

The secondary electron emission from the carbon
foil at the exit of the WAVE entrance system of
MTOF is different for nickel and iron as for other
elements. When calculating the nickel/iron elemen-
tal abundance ratio the counts for both elements
have to corrected to get the right solar wind den-
sity.
The dependence on elements of the secondary elec-
tron yield and so of the start signal efficiency
ηSTART is one part of the instrument function of
MTOF. Other parts are the ion optical transmis-
sion of WAVE, the different charge state distribu-
tion of the ions when exiting the carbon foil, dif-
ferent path length and flight angles of the particles
and a mass dependent MCP detection efficiency.
The start efficiency for nickel at ambient solar wind
speed (440 km/s, 1 keV/nuc) is about 10% lower
than for iron. For higher wind speeds the differ-
ence becomes smaller. This difference has to be
considered when calculating the Ni/Fe elemental

abundance ratio.
For nickel there are no measurements of the elec-
tronic stopping power Se for low velocities. The
SRIM simulation bases only on theories and mea-
surements for higher projectile energies. The best
way to ensure that nickel and iron have compara-
ble start efficiency would be a measurement with
KAFKA and/or the MTOF/Flight Spare. The lat-
ter would be the most sophisticated and also most
certain way.
But in lack of such measurements SRIM is a good
tool to approximate the start efficiency. When cal-
culating the real counts from instrument counts
SRIM should be used.
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Abstract. With CELIAS/MTOF on SOHO we derive the nickel isotopic composition
for the isotopes with mass 58, 60 and 62 in the solar wind. In addition we measure the
elemental abundance ratio of nickel to iron. We use data accumulated during ten years
of SOHO operation to get sufficiently high counting statistics and compare periods of
different solar wind velocities. We compare our values with the meteoritic ratios, which
are believed to be a reliable reference for the solar system and also for the solar outer
convective zone, since neither element is volatile and no isotopic fractionation is expected in
meteorites. Meteoritic isotopic abundances agree with the terrestrial values and can thus be
considered to be a reliable reference for the solar isotopic composition. The measurements
show that the solar wind elemental Ni/Fe-ratio and the isotopic composition of solar
wind nickel are consistent with the meteoritic values. This supports the concept that low-
FIP elements are fed without relative fractionation into the solar wind. Our result also
confirms the absence of substantial isotopic fractionation processes for medium and heavy
ions acting in the solar wind.

Keywords: Sun: solar wind, Sun: elemental composition, Sun: isotopic abundances

1. Introduction

The solar wind elemental composition is usually compared to the photo-
sphere and to meteoritic elemental abundances. All three originate from the
same source. However, they can differ substantially due to enrichment and
fractionation processes. In the solar wind an enrichment of particles with
low first ionization potential (low-FIP elements, e.g. calcium, iron, nickel)
compared to the photospheric abundances has been observed. If the ratio
of iron to nickel agrees in the solar wind with the photosphere and with
meteorites, it can be concluded that nickel undergoes the same enrichment
processes as iron. Additionally, if the nickel isotopic composition agrees
with meteorites, it confirms the absence of substantial isotopic fractionation
processes for heavy elements in the solar wind.
We have evaluated ten years worth of SOHO/CELIAS data. We focus on
slow solar wind (velocity between 290 and 330 km/s), on intermediate solar
wind (370-410 km/s) and on fast solar wind (560-640 km/s) covering the

c© 2007 Springer Science + Business Media. Printed in the USA.

paper_CompMatter2006.tex; 14/03/2007; 0:02; p.1



2 KARRER ET AL.

whole period between 1996-2006 (Fig. 1). The solar wind speed was mea-
sured by the Proton Monitor (PM), which is a part of MTOF (Ipavich et al.,
1998).

Figure 1. Proton Monitor. Distribution of solar wind speeds from January 1996 to January
2006. Investigated solar wind speed ranges are shaded: The speed intervals cover 290−330,
370− 410 and 560− 640 km/s.

2. Instrumentation and data analysis

The Mass Time-of-Flight Spectrometer (MTOF) is part of the Charge, El-
ements, Isotope Analysis System (CELIAS) onboard the Solar Heliospheric
Observatory (SOHO) spacecraft (Hovestadt et al., 1995). The MTOF sensor
has an excellent mass resolution for solar wind studies allowing to identify
rare elements and isotopes that could not be resolved from more abundant
neighboring species (e.g. 58Ni from 56Fe) with older instruments.
The MTOF sensor consists of an energy/charge filter (Wide-Angle Variable
Energy/Charge (WAVE)) and an isochronous time-of-flight spectrometer in
a V-type configuration (V-Mass). Details of the principle of operations of
CELIAS/MTOF can be found in Kallenbach et al., 1997.
For each MTOF setting (WAVE electrode voltage VWAVE and post-acceleration
voltage Vf after WAVE) day by day spectra (for 400 km/s) or five minute
spectra (for 300 and 600 km/s) were aligned using different TOF offsets.
To find the TOF offset value an asymmetric fit function was applied to the
spectra. The fit function is the sum of a Lorentzian and a Gaussian function
with center at the 56Fe peak. A 19 parameter fit function was applied to
the aligned spectra to get the raw counts of all resolved iron and nickel
isotopes, using the maximum likelihood method. To maximize the likelihood

paper_CompMatter2006.tex; 14/03/2007; 0:02; p.2



Nickel Isotopic Composition and Nickel/Iron Ratio in the Solar Wind 3

the FORTRAN routine E04KDF of the NAG library was used. The shape
of the asymmetric Lorentzian and the asymmetric Gaussian used for the
fits are similar for all peaks. The width is proportional to the square root
of mass. To fit the background a linear function of the TOF with two free
parameters was assumed (see Fig. 2).
To convert raw counts to particle densities a complicated data analysis
procedure is necessary, (Wurz, 2001). The WAVE entrance system has dif-
ferent transmission factors depending on the energy/charge of the entering
ions. The WAVE electrode voltages were cycled in six steps covering an
energy/charge range from helium to nickel. Although iron and nickel have
similar kinetic energies, their charge state distributions differs (e.g. Fe8+,
Fe9+ and Fe10+ all about 20%, Ni8+ about 30% and Ni9+ about 50%).
For iron we used charge state distributions observed by ACE/SWICS (cf.
Gloeckler et al., 1998) in the three investigated velocity intervals to de-
termine the transmission factors through WAVE. Since these data sets do
not exist for nickel we used a simulation of the dynamic equilibrium of
charge states established in the coronal expansion of the relevant solar wind
velocities, which approximately reproduced the observed iron charge states.
Additionally, the secondary electron yield from the carbon foil triggering
the start signal of the time of flight measurement depends on the mass and
the atomic number of the ion (Echenique et al., 1986). Simulations with
SRIM (Ziegler, 2004) indicate that the start signal efficiency is 12% lower
for nickel than for iron at 1 keV/nuc. For the investigated peaks only the
ions exiting the carbon foil with charge state +1 were counted. The fraction
of singly ionized iron ions is about 5 % higher than for singly ionized nickel
ions at 1 keV/nuc (see Gonin et al., 1995). Evaluating these effects for the
three investigated velocity intervals, this results in a 10 to 20 % larger total
detection efficiency for the dominant iron isotope 56Fe than for the dominant
nickel isotope 58Ni. Additionally, there is a contribution of 58Fe to the 58Ni
peak. The abundance ratio of 58Fe and 58Ni is approximately 7% on Earth.
This is considered in the data analysis.
The differences between the three investigated nickel isotopes are small.
The transmission of WAVE is optimized for ambient solar wind ions and
it is therefore smaller for fast solar wind iron and nickel. This reduces the
accumulated counts and increases the uncertainty of the results for 600 km/s
solar wind for nickel and iron, but it is more relevant for nickel due to fewer
counts.
We refer to Giammanco et al., 2007 for a detailed discussion of the instru-
ment detection efficiency.
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Figure 2. Left: MTOF spectrum from January 1996 until January 2006 for 400 km/s solar
wind. Vf = 0 kV, VWAVE = 12 kV. The time of flight is converted to mass, the counts
are accumulated raw counts during ten years for the given MTOF settings. The counts at
mass 58 come from 58Fe and 58Ni. This has to be considered in the data analysis. Right:
Difference of the measured counts to the value of the 19 parameter fit function divided
by the fit function value. One can see that the fit function describes well the measured
distribution in the mass range of 54 to 60 amu.

3. Results and discussion

In Tab. I and II the elemental abundances of nickel and iron and the isotopic
composition of nickel are listed. The efficiency depends both on the ion
energy and on the MTOF instrument settings (WAVE electrode voltages
VWAVE and post-acceleration voltage Vf). Thus the error bars are composed
of varying detection efficiencies within the velocity ranges and for the differ-
ent instrument settings. Additionally, the detector efficiency changed during
the ten years since SOHO launch increasing the estimated uncertainty of
the shown results. But since this effect is expected to be similar for iron and
nickel, it does not have a large influence on the overall error bars.
The results are within the error bars in good agreement with the known ra-
tios from photosphere, solar energetic particles (SEP), earth and meteorites.
Also the isotope abundance ratios for nickel agree with the known values.
Only for the 62Ni isotope a larger abundance is measured, but still within
the large error bars resulting from poor counting statistics.
Our data analysis shows that both nickel and iron experience an enrichment
in the solar corona due to the lower FIP compared to the high-FIP elements
(e.g., oxygen). This supports the known theories about the FIP and FIT
effects named above as it was previously seen for chromium, (Paquette et al.,
2001).
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Table I. Ni/Fe ratios for different solar wind speeds.

Raw data Efficiency-corrected data

Solar wind 310 km/s 0.043 0.051± 0.012

Solar wind 400 km/s 0.044 0.055± 0.011

Solar wind 600 km/s 0.047 0.049± 0.011

Solar winda 0.053± 0.011

Photosphereb 0.060± 0.009

Coronal SEPc 0.048± 0.005

Meteoritesd 0.0562

Earth 0.055

a weighted mean of the measurements above
b Asplund et al., 2005
c Reames, 1995
d Lodders, 2003

Table II. Nickel isotope abundances

Ni58 Ni60 Ni62

Efficiency-corrected data (310 km/s) 0.66± 0.05 0.26± 0.05 0.08± 0.04

Efficiency-corrected data (400 km/s) 0.75± 0.07 0.19± 0.05 0.06± 0.03

Efficiency-corrected data (600 km/s) 0.75± 0.07 0.17± 0.05 0.08± 0.04

Meteoritesa 0.6872 0.2647 0.0367

Earthb 0.68077 0.2622 0.03635

a Quitté et al., 2006
b Gramlich et al., 1989

4. Conclusions

In this work we could show that nickel undergoes similar processes in the
solar corona as other low-FIP elements which confirms the FIP effect known
from earlier works.
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Chapter 9

Conclusions

9.1 Summary

On the 26th October 2006, the STEREO mission was launched and thus concluded so the main part of
this work. The next phase of measurements interpretations and data analysis begins. My attempt here
was to summarize the ion optical calibration of the STEREO/PLASTIC instrument, which can now be
used in this analysis phase.The ion optical capabilities of PLASTIC should be known to detail degree.
After some basics on solar physics I described the STEREO mission and the functionality of the PLASTIC
instrument in Chapter 1. In that chapter I explained the measurement principle to provide motivation
for the necessity of obtaining parameters discussed in later chapters.
In the second chapter I presented a first-order simulation of a spherical electrostatic analyzer, which is
similar to the electrostatic analyzer of the PLASTIC instrument. The simplified calculations gave an idea
of the analyzer constants, which describe the dependence of the energy selection on the applied voltages.
Additionally, simulations delivered a rough estimation of the energy and angular acceptance of a spherical
ESA. Nevertheless, these simulations cannot replace a careful ion optical simulation as the one presented
by Allegrini, [2].
The following four chapters cover the the ion optical calibration of the PLASTIC instrument, starting
with the entrance system/energy analyzer without post-acceleration applied, then with a setup using
post-acceleration and finally the integrated instruments.
Chapter 3 contains the description of the ion optical calibration of the entrance system/energy analyzer
of PLASTIC. Since we have three instrument models, FM1, FM2 and FS, the calibration measurements
were time consuming. I attempted to point out the calibration processes and the measured ion optical
parameters thoroughly to provide a detail record of instrument response. That chapter may seem very
technical but it was intended to help later users of the PLASTIC instruments to understand how the
instrument parameter were determined and provide detail information on the collection interface to to
TOF section. My emphasis was also to compare the three instruments since it is the first time we have
two almost identical instruments at two different positions studying the inner heliosphere.
In the following Chapter 4 I present the novel detection system LaserCEM and its functionality. This de-
tector was used in Chapter 5, where I discuss the ion optical calibration of the ESEA with post-acceleration
including presentation of the experimental setup, measurement procedure and data acquisition.
Chapter 6 covered a part of the calibration measurements with the integrated instrument, mainly the
experiments that are related to the measurements discussed in Chapters 3 and 5.
As a preview, I presented in Chapter 7 some flight data from the STEREO mission. There I show prelim-
inary results from hydrogen and helium in the solar wind as well as first composition data from the heavy
ions. That chapter concluded the discussion of the PLASTIC instrument.
To be prepared on the science return phase of the STEREO mission in the next months, I evaluated in
Chapter 8 SOHO/CELIAS/MTOF data to study the nickel abundance in the solar wind. The conclusion
of that chapter is that nickel undergoes the same enrichment processes in the solar corona as other low-FIP
elements.
The Appendix contains additional details, which does not directly belong to the logical sequence of this
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work.

9.2 Conclusions and outlook

This work consisted of several parts; therefore, I presented conclusions and discussions at the end of each
chapter. Since the PLASTIC calibration is discussed in three chapters, I will concentrate in this conclusion
on the PLASTIC instrument to give an overall impression of the key findings.
The ESEA calibration measurements give a good specification of the ion optical capabilities of the three
models. Since the main and the S-channel use the same detectors the characteristics of the ESEA are
crucial for the data reduction. I point out the following conclusions:

• The angular and energy acceptance of the two integrated instruments IFM1 and IFM2 are compa-
rable to the acceptance ranges of the ESEA FM1 and FM2. The geometric factor measurements for
the integrated instruments was performed at a low beam energy where the beam is not cut off by
the post-acceleration structure, and therefore, it compares well with the ESEA measurements. To
ensure also a large transmission for heavy ions, the post-acceleration voltage must be set as high as
possible, at least 20 kV in the integrated system.

• The main channel and the WAP of the two instruments do not differ much considering their geometry.
Both apertures were very uniform in geometric acceptance.

• The S-channel transmission of both instruments show a large variability depending on azimuthal
and elevation angle position due to the difficulty of manufacturing a small, 3D slit. The geometric
factor and active area measurements must be corrected for that. I tried to give an average value.
Nevertheless, this variability must be considered for rigorous data reduction.

• Comparing the S-channels of FM1 and FM2, FM1 showed a stronger dependence on the azimuthal
angle than FM2, whereas the FS showed the highest uniformity due to a refinement of the slit
construction process.

• All analyzer and deflection constants were quite similar for all models pointing to uniformity in
construction. This should prove advantageous during the flight data reduction process.

• Summarizing the last three bullets, it can be stated that the two integrated models are very similar
considering geometry and we command the company Contraves Space AG, Zurich, Switzerland, for
producing well-made instruments.

• Regarding the integrated instrumen, the influence of the SSD and MCP detector efficiencies on the
particle detection must be considered very carefully.

9.2.1 Outlook

With PLASTIC we have an instrument for in situ measurements of the solar wind and suprathermal
particle, which uses the same detection systems for all species. After the first months of the STEREO
mission we can look at a functioning instrument that will hopefully provide the community with reliable
data.



Appendix A

Derivation of used formulas

A.1 Geometric factor

A.1.1 Overview

The name geometric factor implies a instrument parameter describing the geometric acceptance of an
instrument. For instruments where the energy and purely geometric acceptance are independent from
each other, the geometric factor usually only depend on geometric parameters. For an energy analyzer
like PLASTIC, the energy and angular acceptance depend on each other. Thus the energy dependence is
included in the geometric factor.
The definition of the geometric factor is different for various sensors. Therefor I present here the derivation
of the used geometric factor for PLASTIC which also F. Allegrini used, see [2].
The geometric factor definition goes back on a definition by V. M. Vasyliunas [59]. L. M. Chase [11]
introduced the Geometric factor GF as follows:

C = GF · j (A.1)

with C the count rate (particles/sec), transmitted by the analyzer, and the ambient flux j (particles/cm2

sr sec). And D. T. Young uses the geometric factor [70]:

GF = Ae〈∆α
∆E

E
〉
∫

∆β
cos βdβ, (A.2)

where Ae is approximately the aperture area, 〈∆α(∆E/E)〉 the average over the acceptance phase space
(like in Figure 3.26) and ∆β the other angle (elevation or azimuthal, according to the instrument coordinate
system).
In general the geometric factor is a number to compare different instruments with angular and energy
dependent acceptance. To be able to compare the geometric factors, the used equations should always be
quoted.

A.1.2 Derivation of the used geometric factor

To derive the geometric factor used with PLASTIC I start with the differential count rate dR for an ion
optical instrument:

dR(E, φ, θ) = j(E, φ, θ) · T (E, φ, θ)
dE

E
cos φAdAdΩ︸ ︷︷ ︸

dGF

, (A.3)

j : particles flux per energy E, azimuthal angle φ and polar angle θ, T transmission, dA differential area,
φA azimuthal angle between incident particle direction and dA and dΩ is the differential space angle:
dΩ = cos φdθdφ, see Figure A.1. Integrated we get the integral count rate over the whole phase space. If
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the particle flux is uniform, j(E, φ, θ) = j0, then the integral flux for a given instrument setting can be
written:

R =
∫

E

∫∫
Ω

j0 · T (E, φ, θ)
dE

E
cos φAdAdΩ

= j0 ·GF (A.4)

according to Equation A.1. So for the integral geometric factor it follows:

GF =
∫

E

∫∫
Ω

T (E, φ, θ) cos φA dA
dE

E
dΩ (A.5)

=
∫∫∫∫

T (E, φ, θ) cos φA dA
dE

E
cos φdθdφ (A.6)

and now replacing dA with dz · dl = dz · rdα with r constant distance instrument center entrance area.
And further I replace φA with α− φ, see Figure A.1:

GF =
∫∫∫∫∫

T (E, φ, θ) cos(α− φ)
dE

E
r cos φdθdφdαdz (A.7)

r cos φdφ = dy, since y = r · sinφ and dy
dφ = r · cos φ, see Figure A.1, and in a second step replacing

T (E, φ, θ) · cos(α− φ) with T ∗(E, y, θ):

GF =
∫∫∫∫∫

T (E, φ(y), θ) cos(α− sin−1(
y

r
))

dE

E
dθdydzdα (A.8)

=
∫∫∫∫∫

T ∗(E, z, θ)
dE

E
dθdzdydα (A.9)

Assuming azimuthal uniformity of the transmission, the azimuthal angle α can be integrated separately,
αSWS , it follows for the geometric factor:

G = αSWS

∫ ∫∫∫
T ∗(E, θ)dydz

dE

E
dθ (A.10)

The measurements were made for discrete values (θi, Ej) so the integrals have to be transformed into sums.
And the differential active area dA = dydz times the transmission T ∗ gives the active area dependent on
(θi, Ej), (Aact)ij . Finally we get as equation for the measured geometric factor G:

G = αSWS

N∑
i

M∑
j

∆θi
∆Ej

Ej
(Aact)ij (A.11)
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Figure A.1: The coordinate system and the corresponding angles used in the geometric factor calculation. dA is
the differential area, φA the angle between area normal and azimuthal angle φ of incident particles.

A.2 Fit functions for ESEA calibration measurements

A.2.1 Gaussian

f(x) =
K√
2πσ

exp
(
− (x− µ)2

2σ2

)
(A.12)

with the fit parameteres K, σ and µ. σ2 is the variance of the gaussian, µ the mean value and K is
proportional to the height of the distribution.

A.2.2 Convolution of a Gaussian and a trapezoid

The fit function used for all measurements is a convolution of a gaussian with a trapezoidal function (For
details see Appendix C in [2])

fGT(x) = K mσ√
2π

e

−
(

1
b + c

− (x− µ)
)2

2σ2
e

−
(

1
b + c

+ (x− µ)
)2

2σ2


+ 1

2K
(
m(x− µ) + 1

2 (b + c)
)erf


(

(x− µ) +
1

b + c

)
√

2σ

− erf


(

(x− µ)− 1
b + c

)
√

2σ


 ,

(A.13)

with the fit parameters K, σ, b, c and µ. m = 1
2(c2 − b2) is the slope of the trapezoid with y = b at

x = − 1
b+c and y = c at x = 1

b+c . σ2 is the variance of the gaussian with mean x0. K is proportional to
the height of the distribution.
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A.3 Fit functions for LaserCEM measurements

The following fit functions were applied to the data in Section 4.2.1.

1. Linear Efficiency Model:
linear efficiency drop from the sides to the center, L(x) =

(
(a|x| + b)χ[−x0,x0](x)

)
, where a and b

are parameters of the linear function, x0 is the radial distance from CEM center and χ[−x0,−x0] is 1
for x ∈ [−x0,−x0] and 0 else. (See eq. (A.14))

2. Quadratic Efficiency Model:
quadratic efficiency drop from the sides to the center, Q(x) =

(
(ax2 + b)χ[−x0,x0](x)

)
, where a and

b are the parameters of the quadratic function and χ[−x0,−x0] as defined above. (See eq. (A.15))

3. Hole Efficiency Model:
homogeneous efficiency over the whole surface except the center part (1 to 2 mm in diameter). In
the center the detection efficiency was considered at least ten times smaller than on the sides, the
hole is described with two characteristic functions: H(x) =

(
χ[−a,−b](x) + χ[b,a](x)

)
, where a and b

are the radial positions of the hole. (See eq. (A.16))

Fit functions: All functions are convolutions of a Gauss function with the corresponding function
mentioned above.

flin = G ∗ L(z) =
∫

R
n0 exp

(
− (z − x)2

2σ2

)(
(a|x|+ b)χ[−x0,x0](x)

)
dx

= n0

(
b
(
erf(

z − x0

σ
)− erf(

z

σ
)
)

+ az
(
2erf(

z

σ
)− erf(

z + x0

σ
)− erf(

z − x0

σ
)
)

+
aσ√
2π

(
2 exp (− z2

2σ2
)− exp (− (z + x0)2

2σ2
)− exp (− (z − x0)2

2σ2
)
))

(A.14)

fquad = G ∗Q(z) =
∫

R
n0 exp

(
− (z − x)2

2σ2

)(
(ax2 + b)χ[−x0,x0](x)

)
dx

= n0

(
(az2 + aσ2 + b)

(
erf(

z + x0

σ
)− erf(

z − x0

σ
)
)

+
aσ√
2π

(
z
(

exp (− (z + x0)2

2σ2
)− exp (− (z − x0)2

2σ2
)
)

−x0

(
exp (− (z − x0)2

2σ2
) + exp (− (z + x0)2

2σ2
)
))

(A.15)

fhole = G ∗H(z) =
∫

R
n0 exp

(
− (z − x)2

2σ2

)(
χ[−a,−b](x) + χ[b,a](x)

)
dx

= n0

(
erf(

−a− z

σ
)− erf(

−b− z

σ
) + erf(

b− z

σ
)− erf(

a− z

σ
)
)

(A.16)



Appendix B

Calibration facilities

At the university of Bern there are two large ion beam facilities, MEFISTO and CASYMS. Most of the
calibrations reported here were performed in CASYMS.

B.1 CASYMS: CAlibration SYstem for Mass Spectroscopy

The CASYMS ion source is an electron bombardment ion source that provides a broad uniform beam
(12×12cm2) with a beam flux up to 2 MHz/cm2 (solar wind flux approximately 0.5 MHz/cm2). Different
gas beams can be produced with various charge states (for argon up to 6+).
The facility consists of a source chamber, a drift tube and a large instrument chamber allowing to test
complete flight instruments. The instruments can be mounted on a two axes turntable which allows lateral
movements, too. All measurements can be automated. See [21] for an overview over the ion source and
the ion beam and [56] for a description of the instrument chamber capabilities after automation.

B.2 MEFISTO: MEsskammer für FlugzeitInStrumente und Time-Of-
Flight (Calibration facility for solar wind instrumentation)

The MEFISTO ion source is an electron cyclotron resonance ion source (see [20]) that provides a well
focused pencil beam (about 1 cm2) with a beam flux up to 250 GHz/cm2. In addition to highly ionized
gas ions (e.g. Ar8+), a metal beam can be produced using a furnace to evaporate the metals into the
plasma chamber of the ion source.
The MEFISTO facility consists of the ion source and the instrument chamber which is large enough
to allow to test the integrated PLASTIC instrument. The ion source and the instrument chamber is
described in [43] and [31]. A year ago a new hexapod table was installed in the instrument chamber
allowing movements in all three directions. In addition it can be steered by a computer enabling fully
automated measurements as in the CASYMS facility.





Appendix C

SSL-detector efficiency measurements

C.1 Introduction

For the calibration of the STEREO/PLASTIC ESEA it was important to know the absolute detection
efficiency of the used micro channel plate (MCP) detector.
For the measurements performed in CASYMS calibration facility [21] the MCP calibration was done
relative to the channeltron detector used in CASYMS for beam intensity measurements.

C.2 Instrumentation

C.2.1 Micro channel plate detector

The used micro channel plate detector (MCP) is a series 3300 MCP/RAE position sensitive detector
from Quantar Technology [53]. It consists of a resistive anode position encoder (RAE), five waver type
microchannel plate electron multipliers (MCP), and integral anode bias and signal decoupling circuits.
A particle incident on MCP results in secondary electron emission which is multiplied down the biased
microchannels. The resulting charge pulse is collected as current on anode with four corner read out. The
relative level on each of the four corners give the position of the registered particle. Signal processing
and spatial position decoding of the four low-level output signals from the sensor is provided by Quantar
Technology 2401 Series Position Analyzer [54] in combination with the Option EP preamp, data collection
and display system.
The principle of such position sensitive detectors was developed at the Space Science Laboratory of the
University of Berkely, see [41]. The SSL detector is not only able to count ions or electrons, it was also
used for UV measurements, see [49].

C.2.2 Channel electron multiplier detector (Channeltron, CEM)

Produced by Dr. Sjuts Optotechnik GmbH [24].

C.3 Measurements

C.3.1 General remarks and experimental setup

For some measurements a pinhole mounted on the beam scanner in CASYMS was used to prevent too
high fluxes on the SSL detector. For each efficiency measurement a background measurement was taken.
The measurements with pinhole and the measurements with full irradiation of the detector had to be
normalized to compare. This was done by normalizing the beam intensity measurement to the pinhole
size or the full SSL area size, respectively.
All measurements in CASYMS give a relative efficiency to the Channeltron detector used for measuring
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the beam intensity in CASYMS. The MCP detector was mounted in beam direction in the center of
CASYMS instrumentation chamber (see figure C.1). Three measurement series were performed:

1. January 2004, in CASYMS, Helium and Argon Beam, only beam energies 3 keV/e and higher

2. February 2004, in CASYMS, Argon, Energies between 0.5 keV/e and 20 keV/e

3. July 2005, in CASYMS, Helium, Energies 3 keV/e and below

For the two first measurements a pinhole with diameter 0.8 mm was used, for the latter one a pinhole
with diameter 3.6 mm was used. The setup was the same for all measurements.

Figure C.1: Experimental setup for MCP detector efficiency measurements in CASYMS. The MCP de-
tector was mounted in the middle of the chamber. The ion beam can be blocked by the CASYMS beam
scanner. To prevent ions passing the beam scanner a plate with a pinhole with diameter 3.6 mm was
mounted on the movable beam scanner.
The aluminium foil was used to shield the electric field caused by the high voltage of the MCP detector.

C.3.2 Measurements with Helium

Helium was used in the first measurements and during July 2005. For each beam energy the SSL count
rate was measured for different beam intensities. So the point where detection saturation started could
be found as well as the detection efficiency below saturation point. The efficiency was found as the slope
of the linear fit of the data points when not saturated.
In table C.1 all measurements are summarized. It shows that the detection efficiency compared to the

CEM measurements decreases with lower beam energy.

C.3.3 Measurements with Argon

Argon was used in the first and second measurements. In the first only to show that the detection efficiency
at high energies (above 2 keV/e) is not dependant on ion species.
In February 2004 the detection dependency on the beam energy was measured. The beam intensity
measured with the beam scanner channeltron was kept constant at about 1 kHz/0.1 cm2 and the count
rate of the SSL detector was measured. Then the relative efficiency against the channeltron count rate
was calculated. This measurement is shown in plot C.4.
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Figure C.2: SSL MCP detector count rate versus Channeltron detector count rate. All rates normalized
for a detector area of 12 cm2. Pinhole diameter 3.6 mm.
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Figure C.3: SSL MCP detector count rate versus Channeltron detector count rate. All Beam scanner
rates normalized to detector area (either Pinhole (0.005 cm2) or full detector Area (12 cm2). Pinhole
diameter 0.8 mm.

Beam energy per charge Detection efficiency Estimated Error of Eff.
0.5 0.35 0.01
1.0 0.60 0.02
1.5 0.63 0.02
2.0 0.65 0.02
3.0 0.65 0.02
5.0 0.65 0.02
10.0 0.65 0.03
20.0 0.65 0.03

Table C.1: Detection efficiency for SSL MCP detector, used Ion 4He+.
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Figure C.4: SSL MCP Detector efficiency versus beam energy. The beam intensity measured with a
channeltron detector was kept at 1 kHz/0.1 cm2.

C.4 Summary and Conclusions

The SSL MCP detector efficiency measurements showed:

• The energy dependence follows the empirically found law ηSSL = A0 · (1−exp(−0.6E/q)), A0 ' 0.75
and E/q in keV/e [35].

• The maximum efficiency is 0.75 given by the geometry of the micro channel plates. The geometric
active area given by the channel apertures is about 0.65. The difference is due to field effects.

• The MCP detector starts to saturate above a count rate of 20000 Hz

• When the beam is too intense, the count rate starts to decrease at count rates higher than 150000
Hz even the beam intensity increases further.

For the calibration measurements of STEREO/PLASTIC the efficiency of the SSL detector was calculated
by the following formula:

ηSSL(E/q) = A0 · (1− exp(−0.6E/q)) (C.1)

with A0 ' 0.75 and E/q in keV/e [35].
For the geometric factor measurements a detection efficiency of 0.67 was used for E/q=5 keV/e and 0.65
for E/q = 3 keV/e. The estimated relative error of the efficiency is 2 %.
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Calibration data

D.1 Entrance System/ Energy Analyzer

In this Appendix there are plots from the ESEA calibration of all instruments and channels. The beam
energy was always 3 keV. The plots allow to compare the three different instruments.

D.1.1 Voltage scans
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Figure D.1: ESA voltage scan for Main Channel. E/q=3 keV/e, Ar+, measured intensity by SSL detector versus
ESA voltage on each ESA hemisphere.
From left to right: FM1, FM2 and FS
green line: Gaussian fit; red line: fit using (A.13)
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Figure D.2: ESA voltage scan for S-Channel. E/q=3 keV/e, Ar+

From left to right: FM1, FM2 and FS
green line: Gaussian fit; red line: fit using (A.13)
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Figure D.3: SCO-L voltage scan for S-Channel. E/q=3 keV/e, Ar+

From left to right: FM1, FM2 and FS
green line: Gaussian fit; red line: fit using (A.13)
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Figure D.4: SCI-U voltage scan for S-Channel. E/q=3 keV/e, Ar+

From left to right: FM1, FM2 and FS
green line: Gaussian fit; red line: fit using (A.13)
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Figure D.5: ESA voltage scan for WAP. E/q=3 keV/e, Ar+

From left to right: FM1, FM2 and FS
green line: Gaussian fit; red line: fit using (A.13)



D.1 Entrance System/ Energy Analyzer 173

D.1.2 Elevation angle scans
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Figure D.6: Elevation angle scan for Main Channel. E/q=3 keV/e, Ar+

From left to right: FM1, FM2 and FS
green line: Gaussian fit; red line: fit using (A.13)
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Figure D.7: Elevation angle scan for S-Channel. E/q=3 keV/e, Ar+

From left to right: FM1, FM2 and FS
green line: Gaussian fit; red line: fit using (A.13)
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Figure D.8: Elevation angle scan for WAP. E/q=3 keV/e, Ar+

From left to right: FM1, FM2 and FS
green line: Gaussian fit; red line: fit using (A.13)



Appendix E

PLASTIC calibration data archiving at
University of Bern

E.1 Introduction

All calibration data acquired at the University of Bern must be organized and made available for later
use. In addition, calibration data from measurements of the integrated instruments performed at the
University of New Hampshire should be available as well.
To have an easy access the calibration data of all instruments (EQM, FM1, FM2 and FS), a similar
structure for each model must be incorporated.
The archive consists of several parts representing the calibration process:

• Ion optical calibration of the Entrance System/Energy Analyzer (ESEA)

• UV suppression test of the ESEA

• MCP efficiency measurements

• SSD efficiency measurements

• Vibration and environmental tests of ESEA

• Partial discharge tests of ESEA

• Ion optical calibration of integrated instruments

E.2 Overview

In Figure E.1 the structure of the data archive at the University of Bern is shown. All calibration files
and reports are stored on the STEREO server at the University of Bern: /stereo/www/PLASTIC_cal/.
There is a data manual for the calibration data of PLASTIC [39]. The newest version is always available
in the same directory: PLASTIC_data_manual_ver*.pdf.
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Figure E.1: Overview over the data archive structure at the University of Bern.
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E.3 Ion optical calibration of the entrance system/energy analyzer

In this folder, ES_IOC, all data files from the calibration of the ESEA are stored in folders for each model,
see Chapter 3. Additionally, the measurements with the LaserCEM detector, see Chapter 5, are stored
here as well. For each model there are subfolders for raw data and processed data. In addition, there are
subfolders for general reports and analyze programs.

E.3.1 Processed data

In the processed data folder all produced plots are stored. During the calibration, the measured data were
written in spreadsheets for later data analysis. The file name of the spreadsheets contains the date and
the topic of the measurement.

E.3.2 Raw data

Data format

The SSL-detector (see Appendix C) provides position information for the measured counts. These SSL
images were stored in two formats:

MCA, binary format When the Quantar software was used to read out the SSL signal, binary MCA
files are produced. To read the MCA files, either a dos program, MCALIST.EXE, or the IDL program
READ_MCA.PRO can be used. With mcalist.exe an ascii file with the position information is produced.

Ascii format When using the MicroVAX system in CASYMS to read out the SSL signal, the position
information is stored in a text file with the suffix .arr. All other information (beam intensity, table
position, beam energy) is stored in a text file with the suffix .par. The parameters to be stored can
be selected in the user program to control the measurements. The used PASCAL programs are in
the folder programs. These two text files are combined in a new text file with suffix .prr, the first
lines are the parameter information from the .par file, followed by the counts per pixel, each line
one pixel.
To read these .prr files, there are several IDL programs available, also in the folder programs.

Calibration measurements

All SSL images are stored in subfolders for each model. For the measurements that were automated (e.g.,
geometric factor measuremenst), a text file explains the measurement (e.g., table positions, number of
energy steps). For the measurements logged in spreadsheets, only the MCA files are in the subfolders,
whose name contains the calibration topic (e.g., Energyscan/E3keV).

E.4 Ion optical calibration of the integrated instruments at University
of Bern

The calibration data obtained during the measurements with the integrated instruments at the University
of Bern, see Chapter 6, are stored in the folder integrated_PLA. The data of each model is stored in
separate subdirectories. Each model directory contains a folder for processed data, raw data, programs,
lab books, see Figure E.1. In the top directory there are also the folder containing analyze programs
and the program to process raw data, logreader. For each model there is a spreadsheet containing the
calibration program.

E.4.1 Processed data

In this folder there are presentations and spreadsheets with first data analysis.



178 PLASTIC calibration data archiving at University of Bern

E.4.2 Raw data

All raw data files are zipped to save space. They are stored in subfolders for each day. The data format
is in binary format. With the program logreader provided by UNH, they can be converted into ascii files.
Instruction to process these files are in the data manual. There are several IDL programs to look at the
processed text files. These programs are stored in the folder /integrated_PLA/Analyse_Prog/. Each
program contains either a header explaining the program, or there is a read_me file in the directory.

E.5 Summary

In this appendix I briefly described the data archive of the PLASTIC calibration data. More details can be
found in the mentioned data manual [39]. It is important that the archive is continuously maintained.



Bibliography

[1] M. R. Aellig, A. J. Lazarus, and J. T. Steinberg. The solar wind helium abundance: Variation with
wind speed and the solar cycle. Geophysical Research Letters, 28:2767–2770, 2001.

[2] F. Allegrini. The PLASTIC sensor on STEREO: Design of the entrance system/energy analyzer
and numerical simulations of solar wind measurements. Ph.D. thesis, University of Bern, Switzerland,
2002.

[3] F. Allegrini, R. F. Wimmer-Schweingruber, P. Wurz, and P. Bochsler. Determination of low-energy
ion-induced electron yield from thin carbon foils. Nuclear Instruments and Methods in Physics Re-
search B, 211:487–494, 2003.

[4] M. Asplund, N. Grevesse, and A. J. Sauval. The Solar Chemical Composition. In T. G. Barnes, III
and F. N. Bash, editors, ASP Conf. Ser. 336: Cosmic Abundances as Records of Stellar Evolution
and Nucleosynthesis, pages 25–38, 2005.

[5] L. Biermann. Kometenschweife und solare Korpuskularstrahlung. Zeitschrift für Astrophysik, 29:274–
286, 1951.

[6] L. M. Blush, F. Allegrini, P. Bochsler, H. Daoudi, A. Galvin, R. Karrer, L. Kistler, B. Klecker,
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