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Summary 

 

To exercise its functions the brain exploits mechanisms which emerge from the hierarchical 

organization of its components. Due to different methods of exploration, the vocabulary used 

for the description of the highest level of brain function, i.e. the mind, differs completely from 

the vocabularies used for lower levels in the hierarchy, which employ physical, chemical, and 

biological terms. This is one, but not the only reason for the identification of an “explanatory 

gap“ between high- and low-level models of brain function. Another reason is that the scientific 

description of an unknown number of intermediary levels of emergence, associated with the 

network activity of interconnected brain cells, is still missing. It is very likely that filling in this 

“middle level gap” will reduce the difficulty of finding bridge laws that allow for the explanation 

of mental functions in terms of neurophysiological activity, which is the basis for a unified model 

of brain and mind. For the identification and description of the missing middle levels of 

emergence, experimental research on network activity is of crucial importance. Neither 

theoretical extrapolation from lower levels nor philosophical inference has been able to predict 

how network activity actually implements the mind. Rather it seems that established theoretical 

paradigms have restricted the search space within which experimental neuroscientists expect to 

detect relevant activity. Therefore I argue that not only further development of technical 

methods is needed to make experimental research on network activity more successful, but also 

more openness about which kinds of emergent mechanisms are possible in the brain. An 

important prediction, which can be made about network activity based on the axiom of physical 

monism, is that each mental activity must have a correlate on lower levels of the system. I 

suggest using this as a more liberal guideline for the design of explorative studies on network 

activity. Every type of low-level activity can be considered as possible correlate for mental 

functions and therefore should be taken into account. At the same time, all kinds of 

simultaneous mental activity should be included in the interpretation of a given signal related to 

low-level activity. Taken together, in the first and theoretical part of this thesis I point out the 

pivotal role of experimental research on network activity for a unified theory of brain and mind, 

and suggest a broader conceptual framework for experiments to reach this goal of 

neuroscience. In the second part I give an introduction to the experimental studies to which I 

contributed during my PhD work. These studies add to the knowledge about network activity 

and improve methods for research on network activity (Berger et al., 2007; Markopoulos et al., 

2008; Neubauer and Berger, 2008; Wang et al., submitted 02/2009). 
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I  Introduction 

 

1  The pivotal role of network activity in a unified model of brain and mind 

Brain research is far away from providing a comprehensive theory of the performances of the 

human brain. The task to complete such a theory seems tremendous. Important products of the 

brain like perception, recollection, feeling, thinking, motivation, decision-making, volition, 

speech, and action still await their scientific explanation. Gaps remain at many locations inside 

the patchwork of the current picture of the brain, but especially those higher, or mental 

functions would be interesting to understand for experts and non-experts as they shape our 

personal and social experiences day by day. So what do we commonly want to know when we 

ask for an explanation of brain functions? We want to know what the cells and areas in the 

brain are doing when we talk or think or feel. 

1.1 The goal of brain research 

Scientific explanations. In the context of natural science, an explanation is the effort to compile 

a model of the studied phenomenon which assigns multiple observations to unifying principles, 

describes causal relations, and provides intelligibility (cf. Niiniluoto, 2008; Woodward, 2008). 

Intelligibility needs simplification which is achieved by generalization. The idea behind this 

concept is that if one example is understood and the principles are clear, the details for other 

specific cases can be omitted. A good scientific model of the functioning of the brain therefore 

should group crucial anatomical elements into common functional structures and abstract their 

recurrent interactions. Its information content should be reduced in comparison to the actual 

multiplicity of the brain´s ongoing neurophysiology. And in the end, the model must explain the 

human mind.1  

 

The mind: Information processing and consciousness. One immediately feels the dichotomy in 

terminology; “cells” and the “brain” as an anatomical organ on one hand, and “personal 

experiences” and the “mind” on the other hand. Before I deal with this dichotomy later, I want 

to start with a definition of the explanandum, a definition of the mind. 

  

                                                      
1
 In this thesis I confine myself to fundamental research and put applied medical questions aside. The knowledge of 

the intact functions of the brain can of course help to understand and treat neurological and psychiatric diseases. 
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Fig. 1. Definition of the term “mind”. 

A) The level of the mind comprises two basic functions, information processing in the widest sense and 

qualitative consciousness.  

B) Whereas information processing happens without involving consciousness in many cases, 

consciousness always has a specific content and thus in general depends on information processing. 

 

 

Although there is no canonical concept, philosophy of mind and cognitive science commonly 

consider two aspects which are present in the variety of mental functions as basic and as 

distinct: the aspect of information processing and the involvement of qualitative consciousness 

(Fig. 1A). Both terms are simplifications in the abovementioned sense, intended to increase 

intelligibility by generalization. 

 

Information processing. Information processing is involved in all mental tasks like perception, 

language, and decision making, because these tasks always have specific content and in this 

regard “are about something specific”. This “specific aboutness” is a subject-matter of 

information theory. 

According to Shannon (Shannon, 1948), information is a pattern carried by a message which is 

correlated to one specific state of the message´s source. Based on this, information processing 

in the widest sense comprises the discrimination between received input patterns, the 

combination and transformation into new patterns, and finally making some use of them. In the 

context of the brain, the ultimate purpose is to add the processed patterns to memory as a 

information processing qualitative consciousness 

(subjective experience) 

mind 

unconscious content  conscious 

content 

  

B 

A 
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future source of experience or to select an appropriate behavior for the present moment. 

Understanding how informational patterns are processed in the brain is a major part of 

understanding the mechanism underlying mental tasks. 

 

Qualitative consciousness. The second important general aspect of mental functions is that they 

imply qualitative consciousness. Definitions of consciousness comprise several dimensions (see 

Van Gulick, 2004). Here I want to focus on the qualitative aspect and I will use consciousness in 

the following in this restricted sense. Using a term coined by Nagel, qualitative consciousness is 

the “subjective character of experience” (Nagel, 1974) also called the “first-person perspective” 

of experience.  

 

Consciousness is closely related to information processing as consciousness necessarily has a 

specific content (putting aside some kinds of meditation). This content is the result of 

information processing in the brain. Watching visual scene A, for example, is specific and 

subjectively different from watching visual scene B. This is the representational aspect of 

qualitative consciousness. However, information processing is not identical to qualitative 

consciousness. Whereas consciousness always implies a processed content, information 

processing in the brain does not necessarily imply consciousness (Fig. 1B). Precise calculations 

needed for the adequate recruitment of muscles during complex motor tasks are conducted 

without the involvement of consciousness. Other examples are the unconscious use of 

grammatical rules during the generation of speech and the unconscious hypothalamic 

contribution to the regulation of vegetative homeostasis. 

 

Taken together, a scientific model of the mind would comprise an explanation of information 

processing and an explanation of qualitative consciousness. 

 

Physical monism. Most neuroscientists nowadays (including me) are confident that it is in 

principle possible to construct an explanatory model of brain functions on the basis of natural 

science which eventually also includes the mind as the “highest” function of the brain. This is 

based on an axiomatic view of the world called “physical monism” which states: “Necessarily, all 

things with mental properties are also things with physical properties” (Crane, 2000). In other 

words, physical monism holds that the mind is generated by the brain and that, like all other 

properties of the physical brain, the mind can be subjected to the explorative methods of 

natural science.2 The concept of physical monism has gained strength with the expansion of 

neurophysiological research which revealed countless correlations (not yet explanations) 

between mental events and processes in the brain. Simple examples, which may support the 

view of physical monism, are the obvious and reproducible causality which psychoactive 

                                                      
2
 The opposite view, dualism, claims that the mind is non-physical, belonging to a separate ontological category. 
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substances like drugs or anesthetics have on the mind, or the functional magnetic resonance 

imaging which confirms a physical correlate for all kinds of mental activity. Taking for granted 

the unity of nature, a problem remains for physical monism: Does a shared ontological basis 

also guarantee that there is a way to describe both, the mind and the brain in a unifying model? 

In addition, if so, can and should this model use the terms and equations of physics? The basis 

for these questions, which physical monism has to solve for a coherent model of brain 

functions, is emergence.  

 

Emergence is a property of complex systems and denotes the fact that a system as a whole has 

additional properties which none of its constituting parts have (Bedau, 2003). Emergent 

properties can, in turn, influence in a top-down manner the parts of the system. A biological 

example is a bee colony which builds a hive with rooms for nurseries and food storage. A single 

bee is not able to do so but profits itself, in terms of survival, from the community. As complex 

systems can be a composition of subsystems, there can be successive levels of emergent 

properties which are based on top of each other. “The behavior of large and complex 

aggregates of elementary particles, it turns out, is not to be understood in terms of a simple 

extrapolation of the properties of a few particles. Instead, at each level of complexity entirely 

new properties appear (…)” (Anderson, 1972). Emergence is a consequence of the organization 

of the parts of a system, the kind and the degree of their specific interactions, reaching beyond 

structural aspects of the parts (for organization in biological systems see [Rosen, 1985]). 

Emergence is not a matter of the size of a system. It is observed in systems from the scale of 

elementary particles, where emergence can be related to the physical concept of symmetry 

breaking (Anderson, 1972), over the scale of living organisms where emergence seems to be 

abundant, to the scale of the universe which as a system is believed to have a fate different 

from the fate of its parts. 

 

Special sciences and the brain. The layered structure of naturally occurring biological systems is 

reflected in the layered structure of the sciences describing them. The existence of hierarchical 

emergent phenomena within a biological system causes discrete levels of description, at least in 

the initial stages of scientific exploration when the interrelations of levels are not yet 

understood. This principle holds true for neuroscience, too. The brain is a composed system 

whose components, networks of cells, themselves are complex systems. In addition, it is an 

open system in terms of energy transfer and information flow, a regulator circuit system with 

non-linear feedback loop effects, an anticipatory system in its interaction with the environment, 

and a self-organizing system with respect to its plastic encoding of events. Hence, the scientific 

explanation of the brain has to deal with several levels of emergence. 

Starting with the level of particle physics, an imaginary ladder of “special sciences” (Fodor, 

1974) dealing with the brain continues in the bottom-up direction with the disciplines of many 

body physics, chemistry, organic chemistry, biochemistry, molecular biology, and cellular 
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biology including single cell electrophysiology. A neuron as a cell has emergent properties which 

biomolecules do not have. An example is the membrane potential including the possibility for 

the neuron of generating an action potential or staying subthreshold, providing this cell with the 

signaling capability of a binary state. On the next rung of the emergence ladder, interconnected 

assemblies of neurons, in turn, have functions which single cells do not have, like the reception 

of sensory input patterns or the plastic formation of simultaneously active populations of cells. 

From these examples it becomes clear that what we consider to be the “highest” brain 

functions at the top of the ladder, cognitive abilities, attention, consciousness, and behavior are 

only some of the brain´s emergent phenomena in a long row. Consciousness might be the most 

interesting emergent phenomenon, as it seems to constitute a distinct dimension not observed 

elsewhere in the physical world, but it is by no means the only one. 

 

Independent vocabularies. The fragmentation of the description of the brain provided by 

neuroscience reflects the hierarchical nature of emergent phenomena in the brain as a system. 

Different levels of emergence have had distinct starting points for research and theorization in 

the past and have generated sub-models of the brain, or parts of the brain, of their own. Due to 

the diverse nature of emergent phenomena, each level of description has developed its own 

vocabulary for its respective paradigm, its own assumptions of how to reverse engineer the 

brain, and its own hierarchy of findings. Therefore the type of notations and terms differ to a 

large extent between the disciplines of neuroscience. 

 

Bridge laws. Of course, the goal of neuroscientists remains to find a more integrative and 

complete explanation of higher brain functions. To be coherent, such an overall explanatory 

model should account for observations at all levels of emergence and exhaustively define their 

conditions. The way to reach this goal is to connect the existing levels of description by applying 

rules, commonly called “bridge laws” (Nagel, 1961), which tell how to express the model of one 

level in the vocabulary of another level´s model. This translation renders emergent phenomena 

better intelligible, as long as it is well understood how to use the deployed vocabulary (Crane, 

2000). 

 

Bridge law example. One important bridge law in neuroscience is the model of the action 

potential established by Hodgkin and Huxley (Hodgkin and Huxley, 1952). The story of its 

tremendous success is in no small amount based on the bridge between the level of 

electrophysiological properties of excitable cells (membrane potential) and the lower level of 

properties of molecular structures (activation and inactivation of voltage-gated ion 

conductances3). Translating cytological vocabulary into the precise and well-established 

                                                      
3
 Interestingly, the biomolecules realizing the conductances predicted by the model as well as their conformational 

changes and related open probabilities were discovered only years later. 
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language of electrical circuits (in this case build by biomolecules) made the action potential 

much more understandable. On the one hand, the Hodgkin and Huxley model exemplifies how 

the organization of parts of a system (cell membrane, concentration gradients of ions, voltage-

gated ion channels, ion pumps) generate an emergent property of the system (the action 

potential) and on the other hand, again, how this emergent phenomenon changes the behavior 

of the parts of the system (opening of voltage-gated conductances; “downward causation”). 

Differing structures of sub-models, which have been defined independently of each other, can 

make it difficult to find appropriate bridge laws. On the other hand, vocabularies might be 

harmonized once they are traced back to each other by bridge laws. 

1.2 The explanatory gap 

The most peculiar remaining difference in the vocabulary for brain functions can be found 

between sciences, which investigate the abilities of the mind in a non-invasive way manipulating 

the brain only with natural sensory stimuli and evaluating behavioral responses, and sciences, 

which use invasive methods including direct, physical manipulation of the brain as a constitutive 

part of the experimental setting. 

 

The non-invasive approach. The empirical, but non-invasive approach of (cognitive) psychology 

and psychophysics uses what can be observed from outside the brain of tested subjects and 

what regularities can be derived from introspection. It builds models which describe the 

performances of the brain without including biological mechanisms. This approach is the only 

one up to now to collect and list the abilities of the mind. Models obtained by the non-invasive 

disciplines of neuroscience often use vocabularies close to natural language. They mainly define 

the interest of the public for brain research and tell the invasive neuroscientists what needs to 

be explained at all and what the borders of the scope are. They also can tell from measurements 

of response latencies what the brain in general must be able to compute within which time. 

However, they cannot explain how this is done in terms of biological implementation. 

 

The invasive approach. The other and invasive approach of neurophysiological research, in 

contrast, tries to find the mechanisms by which the biological brain accomplishes these 

performances. For this, it has to study and to interfere physically with the internal parts of the 

brain. It is important to mention that, according to this classification, EEG/MEG and fMRI 

techniques, which are non-invasive in a surgical sense, belong to the “invasive” approach as 

they directly measure physical signals generated by the brain. 

 

Definition of the explanatory gap. Due to radically differing methodologies, paradigms about the 

brain and vocabularies of models differ widely between non-invasive and invasive approaches. 

This is the reason why we still lack an explanation of the mental in terms of the physical (Levine, 

1999). To date it is not clear at all how the vocabulary of mental functions including 
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consciousness could be translated into the highly differing vocabulary of neurophysiology. How 

can the mind be an emergent property of matter? This ongoing epistemological 

incommensurability constitutes the classical “explanatory gap” of neuroscience (Levine, 1983; 

Fig. 2A). It is the modern, monism-based form of the mind-body-problem that philosophy has 

been dealing with for millennia. 

 

Upholding physical monism. Reading the literature one gets the impression that it is impossible 

to overcome the explanatory gap. The perplexity about it seems to be so overwhelming that 

philosophers of mind often raise it to a metaphysical problem and don´t dare to ask for an 

experimental, evidence-based answer anymore. Also researchers tend to assign a status to the 

mind which is fundamentally different from the one of the brain, in this way openly falling back 

to dualism (e.g. Popper and Eccles, 1977), or avoid explaining the mind at all. Physical monism is 

defended in two ways against such fallacies. One way is by claiming that there is no explanatory 

gap. In this view, mental and neurophysiological vocabularies indicate the very same thing and 

the less precise of them (the mental vocabulary) could be discarded (Papineau, 2003). "Having 

feelings is just what it is to be in certain material states, when we are in those states. Once we 

fully accept this, and stop sliding back into dualism, then we can stop looking for any 

explanation of why those states are what they are.” (Papineau, 1998). In my opinion, this 

“eliminative” approach has a weak point. It doesn´t account for the fact that the current 

vocabulary of the mental (“having feelings”) refers to the highest level of emergence whereas 

the current vocabulary of neurophysiology belongs to the lower level of single cell physiology 

(“material states”). It is ignored that both vocabularies are non-overlapping in their subject-

matter and in this sense are not just different sides of the same coin. At least for now, 

eliminating the psychological vocabulary doesn´t make the emergence of cognition and 

consciousness more intelligible at all. Therefore there is a continuing interest in understanding 

the mind using terms of the underlying neurophysiological vocabulary. The explanatory gap 

remains. 

The other way to uphold physical monism is simply to continue looking for new bridge laws, for 

new ways of bridging the explanatory gap. “The current absence of a compelling argument for a 

link between the brain and the conscious mind cannot be taken as evidence that such a link 

does not exist.” (Koch, 2004, p. 6) – “The explanatory gap argument doesn't demonstrate a gap 

in nature, but a gap in our understanding of nature. “ (Levine, 1999). In this context, Levine 

further suggests to look for a reason for the explanatory gap, to ask, why it is so difficult to unite 

the disciplines describing the biological brain with the disciplines describing the mind. 
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Fig. 2. Toward an unified model of brain and mind. 

A) Upper row: The explanatory gap in the philosophy of mind denotes the lack of any useful vocabulary 

which explains the mental in terms of the physical (Levine, 1983; Levine, 1999). 

Lower row: The ladder of special sciences used to describe the hierarchy of emergent properties in the 

brain. At present, on the left side of the explanatory gap the highest well-established paradigm is 

physiology of neurons as excitable cells, and on the right side observable mental phenomena including 

cognitive abilities and consciousness. I propose that the fact that it seems to be intractable is due to the 

“explanatory distance” between these domains. 

B) The explanatory distance can be reduced by filling in the “middle level gap” of neurophysiological 

knowledge. The middle level gap comprises an unknown number of levels of emergence within the 

domain of network activity of brain cells. Only invasive brain research can identify these levels and 

describe them. The “explanatory distance” of the intermediary explanatory gaps, which remain 

afterwards between neighboring levels of emergence, will be minimized (small question marks). This way 

finding bridge laws between paradigms can be expected to become easier. 

C) The computational theory of mind, which had a high impact in the philosophy of mind in the 20th 

century pretended to fill the middle level gap, but does not provide a theory of how mental functions are 

actually implemented in the brain. Although its successor, connectionism, offers a more plausible bridge 

to the single cell level (networks of artificial neurons), a notion about the emergence of mental functions 

is completely missing.  

D) Once the phenomena on the so far missing levels of emergence are described by invasive 

neuroscience, initially bridge laws still could be hard to establish. Incommensurability (vertical red bar) 

might remain between vocabularies. It is an open debate whether in this case a scientific revolution 

(Kuhn, 1962) would be needed which could require a new kind of application of current physics or even a 

new extension of fundamental physical concepts. 

E) Taking physical monism for granted, in the end a unifying theory of the brain should be achievable 

which explains both, biological activity as well as mental functions, linking formerly separate 

vocabularies by means of appropriate bridge laws. To use natural language as far as possible, the 

explanation of the mind in terms of network activity will probably be based on the vocabulary of the 

highest level of emergent phenomena in the neurophysiological domain (tagged with red dot). 
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1.3 The middle level gap 

I propose here that the key is hidden in the notion that the explanatory gap is not a matter of 

missing bridge laws between an already entire model of mental brain functions on the one hand 

and a coherent neurobiological concept of brain functions on the other. Rather, the explanatory 

gap lies between an apparitional model of the mental and an incomplete sketch of 

neurophysiology. It is important to underline that already within the domain of invasive 

neuroscience the model of the brain is highly fragmented and that a large gap of missing 

knowledge is located solely within the neurophysiological domain. So far, in the chain of 

emergent transitions observed in the brain, the highest level for which neurophysiological 

research provides an established paradigm is the (electrical) activity of single cells. Already on 

the next highest level, the level of activity of cellular networks, the number of emergent steps 

and the kind of emergent mechanisms are unknown. It is obvious that a unifying explanation of 

brain functions has to fail when looking for a direct bridge between single cell behavior and 

mental functions. The scope of network activity matters. Most likely, there is more than one 

functional level of emergence contained within the domain of network activity, for which no 

neurophysiological model exists (Fig. 2B). The existence of several histological scales in cellular 

networks (microcircuits, layers, nuclei, long-range connections of gray matter) fortifies this 

assumption. In the following, I will refer to the whole range of lacking scientific concepts within 

the layered model of physiological brain functions as the “middle level gap” (Fig. 2B). 

 

Proposed relation between explanatory gap and middle level gap. If emergent properties of a 

system are hierarchical in that an emergent property depends on subordinate emergent 

properties, it is likely that a model of the system requires a kind of multi-level explanation. One 

needs a vocabulary for the phenomena exactly one level down in the hierarchy of emergence in 

order to use it to explain the upper level of organization (“hierarchical reductionism” [Dawkins, 

1986]). This view makes plausible why the explanatory gap in its present form seems to be so 

intractable. The particular level of emergence needed to explain mental functions, i.e. the 

highest level of activity directly below the mental level, is simply not yet known. The necessary 

chain of emergent phenomena is interrupted by the remaining middle level gap. The 

“explanatory distance” between current models of the mind and current models of the physical 

brain, defined as the number of intermediate missing levels of emergence, might be simply too 

large. This distance cannot be bridged directly by rules of translation in any meaningful way.  
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To sum up, I propose that the existence of the explanatory gap between mind and brain, which 

is an epistemological matter of explanation and missing bridge laws, mainly rests on the middle 

level gap, which is just a matter of lacking neurophysiological models for levels of emergence 

contained in the functionality of cerebral cellular networks4 (Fig. 2A-B). 

1.4 Necessity of invasive research on network activity 

Assuming this, bridging the explanatory gap and establishing a unified theory of neuroscience, is 

a two-step process. 

 

Step one: Filling in the middle level gap reduces the explanatory distance. The first step is filling 

in the middle level gap with new paradigms for the missing layers of emergence, which all are 

situated within the scale of networks of brain cells and their activity. This step necessarily 

requires invasive neurophysiological research (invasive in the sense as defined in section 1.2). 

The reason is that there are no rules about how to derive emergent phenomena from lower 

levels of a system in a theoretical way, when the particular principle of system organization is 

unknown. As Anderson puts it, “The ability to reduce everything to simple fundamental laws 

does not imply the ability to start from those laws and reconstruct the universe” (Anderson, 

1972; cf. Simon, 1962; cf. Koch, 2004, p. 11)]. In the case of brain functions, it is not possible to 

infer theoretically the missing emergent phenomena on the level of network activity in a 

bottom-up manner from single cell physiology, even if single cell physiology can be used to 

explain them once they have been found. Similarly, philosophical attempts without evidence 

from experimental research have to fail. In the words of Koch, “Philosophical arguments, based 

on logical analysis (…) are not powerful enough to deal with the real brain with all of its 

subtleties in a decisive manner. The philosophical method is at its best when formulating 

questions, but does not have much of a track record at answering them.” (Koch, 2004, p. 7). 

Thus, precise experimental characterization of the specific interactions of brain cells is 

indispensable for identification and mapping of the missing emergent phenomena on the level 

of network activity. 

  

                                                      
4
 Here I avoid the term „neural networks“ as glial cells might crucially be involved. 
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Step two: Bridging adjacent levels in the completed hierarchy. As a result of the first step, the 

original explanatory gap would be replaced with intermediary gaps of minimum explanatory 

distance, situated between single cell phenomena and network phenomena, network 

phenomena and next higher network phenomena, and highest network phenomena and mental 

phenomena (Fig. 2B). In the following second step, adjoining bridge laws have to be found to 

connect the paradigms of the completed set of emergent levels (Fig. 2E).5 

 

Whether a unified model will be possible is an empirical question. Step one has to be done 

before step two. The answer to the question “Will scholars in the end be able to conclusively 

explain mental functions in terms of brain physiology?” can only be given empirically after a full 

description of missing emergent network phenomena has been completed. This is not a matter 

of philosophy. With the current knowledge about the network level of brain activity, the 

discussion whether the explanatory gap really implicates a “hard problem of consciousness” 

(Chalmers, 1995) is pointless. First of all, further invasive research on the connectivity and 

activity of cerebral networks is needed to describe them thoroughly and to extract anchor 

points and hints for emergent functions. When this is achieved, there are two possibilities.  

a) As soon as the mid-level gap is filled, the explanatory gap dissolves easily as bridging 

principles (of the Hodgkin and Huxley model type) immediately become obvious. The goal is 

reached (Fig. 2E).  

b) Even with completed paradigms about the intermediary levels of emergence, bridge laws 

initially remain hard to establish. Even when then the explanatory distance is as low as possible, 

it still might be large for the intellectual power of humans. Then the vocabulary of the highest 

plane of network physiology initially could remain unlinked to the vocabulary used for mental 

experience (Fig. 2D). If this incompatibility of levels would persist (despite their apparent 

completeness), an improved redraft of paradigms would be necessary to finally achieve the 

successful translation between the vocabularies (Fig. 2E). It is a matter of debate whether such a 

scientific revolution (Kuhn, 1962) will be necessary and whether it will require further 

development of established physics. Koch and Hepp suggest that classical physics is enough to 

prepare the ground for the explanation of the mind (Koch and Hepp, 2006). Penrose and 

Hameroff postulate the requirement of a deeper utilization of quantum physics (Hameroff and 

Penrose, 1996), and Chalmers even calls for an extension of current physics adding subjective 

                                                      
5
 This two-step process implies an interesting aspect for the publication policy of scientific journals. Research 

articles, which try to explain an emergent phenomenon by speculating about bridge laws to a lower or higher level 

of emergence, often seem to be ranked higher than comparable articles, which simply describe the phenomenon. 

However, if bridge laws only can be established when the model of an emergent phenomenon is coherent and 

mature to a certain degree, the precise description of a phenomenon is valuable per se in the first place and should 

have the same impact as “a good story”, especially in the case that the explanatory story uses crude bridge laws. 
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experience as a new fundamental entity of the universe like mass, charge, or space-time 

(Chalmers, 1995). 

1.5 What is the desirable vocabulary for a unified theory of brain and mind? 

When bridge laws eventually interconnect all level of emergence, the challenge for the all-

comprising model of neuroscience will be to explain brain and mind consistently using a single 

vocabulary. Which of the established levels of description should be chosen then to represent 

cognitive functions and consciousness in the most intelligible way? 

 

Reductionism. According to strong reductionism, the relations on a higher level of scientific 

description are special cases of the laws governing the lower level and can be “reduced” to 

them (Nagel, 1961). Because of this principle, by sequential application of hierarchical bridge 

laws all brain-related phenomena including the mind ultimately could be described using the 

terminology of particle physics. The existence of emergent properties in organized systems does 

not conflict with this concept of strong reductionism because emergent causal powers in a 

system can consistently be explained from the causal powers of lower level components 

(Anderson, 1972; Bedau, 2003). 

 

The desirable vocabulary is context-dependent. Assuming it has become possible to adopt the 

formal language of physics in giving an account of the mind, the question arises whether it is 

also desirable. If the focus is to unify natural science, the answer would be positive. Reforming 

the fundamental theories of physics in a way that the functions of the brain, including the mind, 

can be represented in equations, would be an impressive unification of science. However, if the 

claim is comprehensibility or practicability, the answer is probably no. The lowest-level 

explanation of a natural phenomenon, even if it exists, is not the best way to understand it (this 

argument is used to criticize “greedy reductionism” [Dennett, 1996]). Physical equations tend to 

lack an intuitive interpretation. In addition, the equations which were needed to simulate the 

brain as a many-particle system could just not be solved. Not even the behavior of a protein can 

be fully modeled to date using the equations of quantum mechanics (Besley, 2007), not to 

mention cells. Taken together, a physical model of the mind probably would lack both, an 

intuitive way to understand it and practical applicability. Furthermore, from a philosophical 

point of view, physics has no explanatory priority per se over other vocabularies given the 

justifiable autonomous interest in emergent phenomena (Anderson, 1972; Crane, 2000).  

Following hierarchical reductionism (Dawkins, 1986) I assume that whenever non-mental 

vocabulary will be called for to give an insight to the underlying mechanisms of cognition and 

consciousness, the vocabulary of the highest level of emergence within the domain of network 

activity of brain cells will be used (the one labeled with a red dot in Fig. 2E). Such an explanation 

can be expected to be the most understandable because it stays closest to everyday language. 

Nevertheless, it will be sufficient to translate mental vocabulary into neurophysiological 
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vocabulary. At present, the kind of scientific vocabulary for this level cannot be predicted 

because this level, as discussed earlier, is part of the middle level gap. 

In other cases, the vocabulary in which cerebral activity is expressed probably will depend on 

the context. In the context of medical drug effects, for example, the reduction to molecular 

biology and receptor-mediated signal transduction might continue to be the most illustrative 

solution. In the context of pedagogics, the usage of classical psychological terminology about 

motivation might remain more appropriate than neurophysiology. In general, restricted 

concepts of today’s neuroscience might stay in use despite a unified theory, as Newtonian 

mechanics easily survived quantum mechanics. 

2  Technical and theoretical background of research on network activity 

A unified explanation of brain and mind, as we have seen, needs a more complete description of 

the concerted activity of networked cells, which only invasive research can explore. However, 

evidence from experimental studies about the details of network activity is still sparse in 

comparison, for example, to the knowledge about single cell activity. One reason, for sure, is the 

limited availability of suitable methods. Another reason, as I will try to make plausible, is self-

imposed restraints of the theoretical framework which is the basis for the design of 

experimental studies. Both, technical limitations and “paradigmatic preoccupations” have to be 

resolved to make experimental research on network activity more progressive. 

2.1 Technical constraints 

For the detection of emergent properties in the patterns of network activities both, the 

anatomical connectivity and the physiological interactions between classified cell types has to 

be known in detail. Despite large advancements of techniques, this important low-level map of 

the brain is not yet completed. 

The anatomical requirements include the number and subcellular location of synaptic and 

junctional contacts as well as the spatial arrangement of defined cell types which is important 

for the understanding of their non-synaptic biochemical interactions via neuromodulators and 

cytokines. However, despite advanced genetic and immunohistochemical staining methods and 

the recent progress of electron microscopy techniques allowing for a reconstruction of 

millimeter-scale brain histology with subcellular resolution (Briggman and Denk, 2006), the 

puzzle of ultrastructural anatomy is not yet solved. To name a few problems, computerized 

image processing and 3D reconstructions from spaced slices, exact localization of subcellular 

structures like synapses, and automated classification of cell types due to their morphology 

remain a challenge. 
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On the physiological side, a genuine model of network level activity depends on methods which 

provide population dynamics with single cell resolution. At the same time, the involved cell 

types and their connectivity should be known. Multi-cell patch-clamp recordings have expanded 

the field of single cell electrophysiology, which provides high temporal resolution, to the scale of 

microcircuits, revealing local connectivity and circuitry activation rules. State-of-the-art 

examples are the study by Lefort on the cerebral cortex of mice (Lefort et al., 2009) and the 

study by Molnár on human tissue (Molnar et al., 2008). Optical imaging techniques provide 

network activity patterns with cellular resolution for larger populations in the range of hundreds 

of cells (Cossart et al., 2005; Maclean et al., 2005). Genetical staining methods allow for the 

identification of at least one cell type during experiments. So pieces are constantly added to the 

puzzle. The available methods complement each other. However, even in combination, their 

power is still limited. The largest constraint is that the synaptic connectivity of more than a few 

cells cannot be determined at the same time in order to relate it to the measurements of 

network activity. The insufficient temporal resolution of large-scale imaging methods, which are 

able to show many cells at the same time, is another obstacle. Finally, the full power of many 

methods is not available in vivo, where natural stimuli can be applied to the brain (discussed in 

[Neubauer and Berger, 2008]). Other methods like EEG, MEG, PET, and fMRI approach brain 

activity on a global level. To date, they are the only ones yielding biophysical signals caused by 

network activity, which can directly be correlated with the time course of mental activity in 

humans. The most important contribution to the knowledge about network activity is that they 

report the (coarse) topographic localization of network activation. The spatio-temporal 

sequential changes can be analyzed concerning their temporal relation to mental tasks and their 

spatial relation to specialized brain areas. These remain pure correlations between different 

levels of emergence, but these correlations afforded by EEG and fMRI are very likely to be 

important for the framing of bridge laws between mental functions and network activity in the 

future. However, because these methods do not yield cellular resolution, they do not add 

directly to the knowledge about the mechanism of emergence in cellular networks. 

Taken together, experimental methods have to be developed further in order to reveal the 

spatio-temporal sequence of cellular activation in defined networks with sufficient precision to 

reveal anchor points for emergent properties. In addition, as we will discuss later, methods 

might need to be optimized for the detection also of other types of activity than 

electrophysiological. 
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2.2 Constraints within the theoretical background of network activity 

Experimental research also builds on theoretical assumptions to make a choice about the 

questions to focus on, the methods to use, and the way of how to deal with findings. 

Observation is always “theory-laden”(Hanson, 1958) and in that scientific success depends also 

on theoretical considerations of what should be looked for and what could be expected to be 

found. To quote from a lecture by Louis Pasteur: “In the fields of observation, change favors 

only the prepared mind.” The attention of researchers who evaluate their measurements is 

primed towards what they are ready to expect. In the best case, research advances in a circular 

improvement of experiments and results: experimental data are used to infer a preliminary 

model; this model is used to improve the methods and to design the next round of experiments 

and so on. This principle holds true, of course, for research on network activity. However, 

because experimental evidence from the network level has been very sparse in the past due to 

limited methods, same-level models of network activity could not be established. As a 

replacement, so to speak, less evidence-based and more hypothetical theories were developed, 

which tried to explain properties of the mind without knowledge about the particular 

mechanisms of emergence on the level of network activity. In the following part, I want to 

introduce two such theories, the “computational theory of mind” and the more recent 

“connectionism”. The computational theory of mind tries to stay within the level of the mind to 

explain its rules, avoiding the question of how it emerges from network activity, and denies the 

importance of this question by pointing out the “multiple realizability” of the mind (making its 

actual “implementation” less important). Connectionism, in contrast, builds on observations 

from single cell anatomy and physiology and tries to extrapolate from this lower level of 

emergence to the level of network activity. Both theories were very powerful in coining basic 

paradigms about the information processing aspect of the mind in the past. Having outlined 

these theories, I will argue that paradigms related to them are still predominant in neuroscience 

in the sense that they strongly influence experimental research on network activity and the 

development of methods in the laboratories. I think that these paradigms restrict the view of 

which kinds of emergent properties can be expected in network activity and thereby are likely 

to slow down experimental advancements in the field. Therefore I will propose to use a less 

restrictive framework as a theoretical background for experimental research on network 

activity. 
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2.2.1 Established models of the mind 

Computational theory of mind. 

Following the "cognitive revolution" in the 1950s in response to behaviorism which tried to 

completely avoid descriptions of mental processes, an intellectual movement later coined 

“cognitive science” developed a “computational theory of mind”. This theory directly implicates 

a computer model of the brain and emphasizes the aspect that mental activity is information-

processing (Horst, 2008; Thagard, 2008; Fig. 1). One primary aim of the founders was to be able 

to talk about independent rules and structures of mental processes without being forced to 

directly relate them to behavior in a reflex-like manner. Based on work of Hilary Putnam 

(Putnam, 1980) and Jerry Fodor (Fodor, 1975, 1994) cognitive tasks like perception and thought 

are regarded as rule-based manipulations of formal symbols, i.e. as syntax-based information 

processing. The symbols represent properties of the environment or of memories. Accordingly, 

the human brain is seen as a computer, whereby a computer is defined as an universal 

information processing system or an universal Turing machine (Turing, 1937). The concept of 

universal Turing machines implies the concept of “multiple realizability” (Putnam, 1967; Fodor, 

1974) because a universal Turing machine can be technically implemented in any way. Its 

implementation in hardware is irrelevant for its function on the level of symbol manipulation. 

Consequently, the brain is seen as just one possible implementation of a universal Turing 

machine as it is any (serial) computer. In an interplay with the field of artificial intelligence and 

computer science, it is assumed that mind and brain are related to each other like software and 

hardware. Due to this reduction of the mind to rule-based information processing, mental 

functions are described on an abstract level without knowing their implementation in the 

biological brain at all. The internal “meaning “ of a current state of the mind is defined only 

functionally, insofar as it deterministically causes the transition from this state to a defined next 

state, like in a Turing machine. Fodor suggests which algorithms the brain actually uses in his 

draft of a “Language of Thought” by deriving from non-invasive observations of mental tasks 

(Fodor, 1975). Furthermore, in the computational theory of mind “strong” artificial intelligence 

is claimed to be possible: As rational processes of the human mind are completely algorithmic, it 

is technologically feasible to copy the software of the mind into suitably powerful hardware, 

and such a simulation will lead to truly intelligent computers (Minsky, 1982). The computational 

theory of mind also has an implicit strong link to linguistics, as grammars can be treated as a 

collection of syntactical rules for building sentences from words which are symbols. Like 

Putnam, the linguist Chomsky advocates for a rule-based level of cognitive mechanisms below 

the surface of behavior (Chomsky, 1966). A similar interdisciplinary link exists between the 

computational theory of mind and the field of mathematical logic. 

Taken together, it was attractive to adopt the vocabulary used for computers and other rule-

based systems, which can be well understood by humans, for the mind. As a consequence, the 

computational theory of mind became a very strong paradigm in 20th century. 

 

http://en.wikipedia.org/wiki/Hilary_Putnam
http://en.wikipedia.org/wiki/Jerry_Fodor
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A significant aspect in Shannon’s model of information is that the actual message is one 

selected from a set of possible messages, which correlate to a finite set of alternative states of 

the source (Shannon, 1948). An important weakness of the computational theory of mind is that 

it is based on this definition and therefore a symbol which carries a piece of information has to 

be one out of a predefined set. However, real sensory experience in an open environment is 

never a selection from a set of predefined experiences. The computational theory of mind 

drives the analogy between computers and the brain too far. Categorization of patterns due to 

similarities as well as the concept of generalization are not within its scope. 

 

Connectionism. 

This problem was solved with the advent of connectionism (McCulloch and Pitts, 1943; Garson, 

2008). In contrast to the computational theory of mind, connectionism does not distinguish 

between hardware and software anymore. Information is represented sub-symbolically in the 

weight, or strengths of (synaptic) connections between neurons in an (artificial) network. In 

addition, the definition of information is less restricted as now the requirement of a limited set 

of predefined patterns is abandoned and input patterns can be continuous and of infinite 

number. In the connectionist model of the mind, a specific state of information processing can 

be implemented as the activity of a specific assembly of neurons within the network. This 

population coding releases connectionist model from requiring mechanisms to copy information 

from one location (analogy: static memory) to another location (analogy: processing unit or 

working memory). Information is now transformed from one into the following state by 

recruiting previously inactive neurons into the active assembly or releasing active neurons from 

the assembly. All kinds of information processing can be realized in connectionist models, 

including such ones which are not associated with symbolic or language-related representation 

at all, e.g. sensory-motor skills. Approximations, generalizations, and reaction to previously 

unknown input are possible, a potential which the computer model cannot provide. The 

objection of proponents of the computer model and of linguistics that explicit knowledge needs 

language, and language needs symbolic representations, is rebutted by connectionism in the 

following way. Neuronal networks can be shown to have at least the computational power of 

universal Turing machines (Siegelmann and Sontag, 1995). In addition, neuronal networks can 

learn categories from input patterns (Kim et al., 2008), and distinct categories in fact play the 

same functional role as symbolic abstractions. Thus neuronal networks actually have the power 

to realize abstract forms of information representation including processing of symbolic items 

according to explicit logical and syntactical rules. But they do so only when this is needed, for 

example in the case of language requiring a defined encoding system for the exchange of 

messages between subjects, or in the cases of logical thinking and mental calculation. Even 

then, the symbolic meta-level is realized on the very same basis of synaptic plasticity and 

distributed weights in neural network as the processing of non-symbolic, implicit information is. 

Taken together, connectionism can claim to comprise and implement the computer model of 
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the mind (cf. Fodor and Pylyshyn, 1988; Garson, 2008) but at the same time to provide more 

degrees of freedom for information processing. 

 

What have both theories, the computational theory of mind and connectionism to say about the 

emergence of a) information processing and b) qualitative consciousness from network activity 

in real brains? 

 

a) Implementation of information processing. 

About the biological implementation of the mental aspect of information processing in real 

brains, the computer model of the mind does not (and in its orthodox form of functionalism 

does not want to) provide any theory. Its vocabulary stays on the level of the mind and relies on 

observations of the non-invasive disciplines of psychology and linguistics. How cerebral network 

activity could run the algorithms of the mind remains completely unexplained. Accordingly, the 

computational theory of mind also cannot offer any bridge laws in order to link its vocabulary of 

mental algorithms to the vocabulary of single cell physiology (Fig. 2C). 

In this respect, connectionism is stronger. It adopts the concept of a neuron as the elementary 

network units from single cell physiology and shows that information processing actually can be 

implemented using networks of artificial neurons. The principles of network activation in the 

model are the equivalent to a bridge law between single cell activity and network activity. Thus, 

the emergence of information processing from network activity would be explained. However, 

connectionism severely suffers from the fact that no rules exist how to infer a higher level of 

emergence from the laws for the parts of a system. As the level of single cells does not imply the 

principles of emergence on the network level, connectionism necessarily depends on 

speculative assumptions about wiring rules and reward mechanisms. Being dependent on such 

ad hoc hypotheses, models of neural networks are not decisive. A modern branch of 

connectionism, called “computational neuroscience”, strictly tries to use only experimental data 

to implement “neuromorphic network” models of information processing which fit the best way 

possible to neurophysiological observations (Sejnowski et al., 1988). It aims for a “true” model 

of information processing in the brain in contrast to just conceivable or computationally 

possible other models. However, even the most biologically accurate neural network model, as 

long it is fed with input from the level of single cell physiology, cannot generate by itself the 

rules of networks and thus continues to depend on hypothetical assumption. As a consequence, 

the main problem for connectionism is that multiple realizability is still possible. Still neural 

networks of different architecture can solve a given task of information processing or be tuned 

to good agreement with neurophysiological observations. In such cases it is not obvious which 

of the possible models is closest to the real brain´s architecture and function. 

Taken together, both theories are unsuccessful in predicting which kind of emergent properties 

of network activity implement information processing in the brain. 
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b) Implementation of qualitative consciousness. 

About qualitative consciousness as the second basic emergent property of the mind (Fig. 1) 

both, computational theory of mind and connectionism, widely stay silent. Associated with the 

name of Baars, cognitive science started to deal with consciousness (Baars, 1988). However, his 

“Global Workspace Theory”, which is closely related to models of working memory, is 

concerned only with the functional aspect of consciousness, showing that in this model the 

existence of consciousness can improve information processing. It misses the qualitative 

dimension. Other attempts were made by cognitive scientists to explain qualitative 

consciousness as a sort of meta-representation of representations (Carruthers, 2008), but 

adding additional algorithmic layers of symbolic (self-) reference of the same kind does not 

explain the emergence of qualitative consciousness. Paraphrasing the “Chinese Room 

argument” by Searle, the qualitative aspect of consciousness cannot be the result of a 

calculation, not even of the most sophisticated one (Searle, 1980, 1992). Concerning 

consciousness, connectionism has nothing to add. It can offer the implementation of more 

sophisticated algorithms, but no concept for an additional mechanism of emergence. 

 

As a consequence, neither theory of the mind introduced here provides cogent predictions for 

the study of network activity with respect to either the emergence of information processing or 

qualitative consciousness. 

2.2.2 Paradigmatic preoccupation 

Why do I claim then that this theoretical background is a confinement for experimental research 

on network activity? In the worst case, the abovementioned theories should be useless for 

design of experiments and methods, maybe not helpful in the context of research, but neutral. 

My answer is that they have led to a “paradigmatic preoccupation” which implicitly confines the 

kind of questions asked in the labs. As hypothetical models with intrinsic logical plausibility they 

have taken the position of the missing emergent phenomena on the network level in the model 

of the real brain (Fig. 2C). The resulting illusion is that the middle level gap is filled. Only one 

level of emergence seems to be left to be described in order to explain information processing 

in the mind. This illusion masks the perception that there may be several emergent levels 

missing in the model of brain functions (Fig. 2C vs. 2B). This, in turn, might diminish the efforts 

of researchers, who are engaged in the field of invasive brain research, to identify the missing 

levels of emergence and to find bridge laws. In this way theories, which initially were designed 

to learn more about the brain and the mind, seem to have caused axiomatic assumptions and 

thereby to distract researchers who set out to find the actual mechanisms. 

The statement that there is this “paradigmatic preoccupation” in the community of 

neuroscientists clearly has to be labeled as my personal impression. Nevertheless, the 

conclusions I will draw from this might be helpful for the theoretical background of future 

network studies. 
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The credo of the preoccupied view of network activity in a short form could be, 

”Electrophysiological activity, including somatodendritic integration of synaptic inputs and 

action potentials, distributed over a network of neurons which are coupled by plastic synapses 

is sufficient to implement the emergence of information processing in the brain. Consciousness 

might be a meta-calculation on top of an unknown hierarchy of information processing, being 

based on electrophysiological activity as well, and representing selected information.” I call 

Koch as a witness for the first sentence: „Unless some discovery dramatically changes the way 

neurobiologists view the way individual nerve cells work, action potentials traveling along axons 

and triggering synaptic events are the canonical means of quickly disseminating information 

within nervous tissue.“ (Koch, 2004, p. 36). In more detail, important elements of this often 

unsaid credo are the following. 

 

Restriction to neurons. In line with connectionism, neuroscientists have a biased view to the 

parenchyma of the central nervous system. The definition that “Neurons are the atoms of 

perception, memory, thought, and action, and the synaptic connections among them shape and 

guide how individual cells are transiently assembled into the larger coalitions that generate 

perception” (Koch, 2004, p. 22) is shared by most neuroscientists today. I claim that this strong 

focus on the activity of neurons can mask crucial activity in additional cell types. 

 

Restriction to electrophysiological activity, action potentials, and synaptic conductances. The 

computer-related theories of mind focus on the electrical phenomenon of the membrane 

potential. They suppress the possibility that other measurements like the concentration of 

molecules could carry information as well. Integrate-and-fire calculations are assumed to be the 

only relevant emergent phenomenon on the level of networks in the brain. Action potentials 

and their timing are assumed to be sufficient to implement digital information processing and 

even consciousness. The only open question seems to be which temporal relations of spiking 

patterns are essential to constitute the neural code (coincidence? synchronization? bursts? 

oscillation?) (Dayan and Abbott, 2001; Crick and Koch, 2003, p. 34). 

Without historical proof, I think the success of the Hodgkin and Huxley paradigm of neurons as 

electronic circuits (Hodgkin and Huxley, 1952) supports a computer-centered model of the 

brain. Cells as the constituting components of brains are electrical circuits. The components of 

computers are electrical circuits. The basic unit of information in a computer is a binary digit, 

and neurons exhibit action potentials as binary states. How could a network of neurons be 

something else than a complex parallel computer? And if the algorithm which the mind uses to 

calculate has to be changed, e.g. after learning, adjustments of the synaptic weights in the axo-

dendritic circuits will do the job. This is at least a standard conceptual framework for invasive 

research on network activity in the brain. 
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Restriction to one type of all-purpose neurons, exclusion of pathway coding. Integrate-and-fire 

models of neurons curtail the diversity of differentiated cell types. All neurons are considered 

equal. Only two types of neurons, excitatory and inhibitory ones seem to be enough. 

Differences in firing frequencies and transfer functions are the only properties needed to 

provide the basis for all emergent phenomena which might arise from network activity. 

Pathway coding of information, which is fully accepted for the peripheral nervous system, is 

rarely included in models of the central nervous system. As a consequence, multiple realizability 

of information processing still seems to be possible. 

 

Restriction to “a single computational layer” of emergence. The paradigm of the computational 

theory of mind that the brain is a universal Turing machine suggests that there is only one level 

of emergence between single cell physiology and the mind, a level of computation, which the 

brain needs to solve all tasks of information processing. Once the single-layer mechanism of 

how calculation emerges is found, all computational abilities of the brain are expected to be 

explained, the middle level gap would be filled (cf. Fig 2C). The computational theory of mind 

virtually occupied the space of the network level of theories: Single cell electrophysiology 

underlies abstract computational networks which underlie the mind. This view masks the 

possibility that the neurophysiological activity in the brain, which is necessary for information 

processing, itself might comprise several or even many additional levels of emergence (Fig. 

2B/E). As discussed earlier, the idea that mental functions are based on single cells mediated by 

only one emergent level of intermediary processes seems obscure. 

 

I claim that the paradigmatic preoccupation sets a double snare for neuroscientists. The 

discussion about the explanatory gap hides the problem of the middle level gap. And when the 

mid-level gap is analyzed, a single-level, computation-centered model of the mind fills in the 

imagination and prevents the appreciation of and search for multiple levels of emergence. 

 

Restriction to “a single shared hierarchy of emergence” for information processing and 

consciousness. Due to their axioms, both, the computational theory of mind and connectionism 

speak about qualitative consciousness only in terms of some special kind of information 

processing. However, as long as qualitative consciousness is thought to be dependent on 

information processing, not only with regards to its content but also with regards to its 

existence, the possibility of largely independent implementations for both mental aspects based 

on distinct mechanisms of emergence cannot be explored. 

 

In a nutshell, the paradigmatic preoccupation seems to restrict the directions in which the 

experimental search on network activity is allowed to go on, thereby possibly delaying the 

progress of neuroscience. 
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2.3 Towards a less biased view of network activity 

In contrast to the progress which established paradigms suggest, invasively validated models of 

real network activity are still in their infancy. Network neuroscience is in a pre-paradigmatic 

phase in the Kuhnian sense (Kuhn, 1962). In the following I will accentuate the need for a less 

restricted framework for the theoretical background of experiments on network activity. To find 

new anchor points for the detection of emergent mechanisms, the paradigmatic preoccupation 

should be given up in favor of a new impartiality of thinking. However, the price for letting go 

established doctrines and accepting that network research still is in the stage of “immature 

science“ is high. But so is the benefit. The price is to lose the vocabulary of the purely electrical 

model of network activation, with electricity being a comfortably understood part of physics, 

and a computer-based model of information processing. The benefit is the freedom to make 

new and unconventional assumptions and to perform new kinds of experiments. If prematurely 

cemented models of network activity are put aside, conflicting models could be more liberally 

allowed to coexist until one earns the most credit of evidence. All aspects of the field could be 

assigned the same level of preliminary justification again. As a consequence, experimental 

research would not be less theory-laden, but the range of allowed theories which are applied 

would be increased. 

2.3.1 Systematizing the search for correlates between brain and mind 

In order to “free” network research, just qualifying old paradigms, of course, is not enough. In 

the following I try to sketch an unbiased framework for research on network activity. The 

boundaries of this framework have to be wider than the ones of the abovementioned 

paradigms, but they should not be arbitrary. 

 

I propose to define the following boundaries as a less biased but systematic experimental 

guideline: 

 

1) All kinds of low-level activities with appropriate time scales have to be checked to be a 

correlate of a mental activity. 

 

2) All kinds of simultaneous mental activities have a correlate on lower emergent levels of the 

brain. 

 

My approach builds on a method of Crick and Koch (Koch, 2004), which they use to investigate 

consciousness, and augments it. Therefore I will introduce their method first in a short outline. 
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The search for a neural correlate of consciousness. 

A trivial consequence of physical monism is that changes in the mental domain must have a 

neurophysiological correlate on the lower levels of network activity. The whole can only change 

with its parts. Crick and Koch apply this rule to qualitative consciousness and can take the credit 

for re-promoting the issue of looking for low-level correlates of consciousness as a research 

program in the scientific community. They call attention to the fact that there must not only be 

correlates of information processing in the domain of network activity but also correlates of 

consciousness: “At any moment consciousness corresponds to a particular type of activity in a 

transient set of neurons that are a subset: of a much larger set of potential candidates.” (Crick 

and Koch, 1990). Taking into consideration that there might be accompanying cerebral activity 

which is not directly needed for consciousness, their refined definition of the “neural correlate 

of consciousness” (NCC) is now “the minimal set of neuronal events and mechanisms jointly 

sufficient for a specific conscious percept” (Koch, 2004, p.16). From the observation that the 

content of consciousness excludes other conscious content at the same time, they predict that 

competing coalitions of neurons correlate to the specific content of consciousness (Crick and 

Koch, 2003). 

Crick and Koch themselves point out that finding a full description of the NCC on the network 

level would not yet be equivalent to an explanation of qualitative consciousness. Repeating 

what I said about the explanatory gap, it would be only the first step, minimizing the 

“explanatory distance” from the insurmountable incommensurability between single cell 

activity and consciousness, which it is at present, shrinking it to a manageable explanatory 

distance between an elaborated model of network activity and consciousness. On this basis still 

the discovery of bridge laws would be needed as a second step, converting temporal 

correlations into causal explanations of how qualitative consciousness as a system property 

emerges from the parts of the brain. 

 

The important simplification and generalization of the proposal by Crick and Koch in contrast to 

the predominant paradigms is to limit the predictions to the notion that mental activity has a 

correlate on the network level which can be found experimentally, without a priori assumptions 

about the causal mechanism of emergence. The only axiom needed is based on the safe ground 

of physical monism: No mental action without physical action. 

 

My approach of defining the boundaries for experimental research on network activity in 

general builds on the one of Crick and Koch but refines it by adding degrees of freedom which I 

think are necessary. The established part of the approach is to look for activity in cellular 

networks of the brain which correlates with activity of the mind. The first important but simple 

refinement which I promote is to expand the search space. 
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1) All kinds of low-level activities with time scales corresponding to mental events have to be 

checked to be a correlate of a mental activity. 

 

All types of low-level activity have to be taken into account as possible correlates. Crick and 

Koch made their choice about what they expect as a correlate in experimental studies, namely 

action potentials. Action potentials are the correlate of both, information processing and 

consciousness (Koch, 2004). I am seeking to widen the horizon and to add other types of activity 

in the experimental search for the correlate of mental activity (see below in chapter 2.3.2). 

 

The second refinement is based on the fact that different mental activities go on in the brain at 

the same time. I think it is not possible in an experiment to look for a segregated correlate of 

consciousness without dealing with the simultaneously changing correlates of different kinds of 

information processing. 

 

2) All kinds of simultaneous mental activities have a correlate on lower emergent levels of the 

brain. 

 

In the following I will exemplify these principles. 

2.3.2 Including all types of low-level activity into the search space 

In the context of low-level correlates for mental brain functions I want to define “activity” in a 

very general way as any change of any property in time. Information processing as mental 

function is necessarily linked to such activity as it implies the transition from one pattern 

encoding information to a subsequent pattern encoding processed information. Without 

paradigmatic specifications, any change in the parts of the system or lower levels of emergence 

could be the correlate for a change in the higher levels, as long as the time scale is comparable. 

This generalization is important. In this widened view, every dynamic property at hand has to be 

seen as possible carrier of information. Which kinds of changes occur in the brain? Potential 

candidates for the correlation with mental activity, simply because they are dynamic in time, are 

electrophysiological, biochemical, structural, and pathway activities. 

 

Include all types of electrophysiological activity. 

Electrophysiological activity is certainly part of the core activity. It is probably the only type of 

activity which is able to recruit distant cells into active assemblies. Action potentials are fast and 

robust signals between cells and areas of the brain. The debate about action potentials is mainly 

centered around the question in which way they encode information. Is the “neural code” in the 

mean frequency of firing cells? In the timing of single spikes? In the temporal correlation 

between spikes – within one cell or between cells? In the coincidence of spikes? In the relation 

of a given spikes to a global rhythm? In the selection of active cells? (Dayan and Abbott, 2001, 
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p. 34). In any case, the paradigmatic focus still lies on action potentials, i.e. on suprathreshold 

activity and its spread in the network via fast synaptic interactions. However, action potentials 

are not the only type of electrical activity. Information might be encoded in the analog domain 

of subthreshold activity, too. Subthreshold activity, for example, is sufficient to trigger the 

opening of ion channels in cell membranes (Berger, 2007). Field theories claim that the spatial 

structure of the electrical field as a whole, generated by all electrically active cells, contains 

information (McFadden, 2002) e.g. in form of voltage objects (Markram, 2005; cited in 

Markram, 2006). 

 

Include emergent electrophysiological states. Furthermore, besides fast synaptic activity, more 

attention should be paid to the potential of intrinsic conductances. A key input might switch a 

cell into a different state which is maintained with the aid of intrinsic conductances for a longer 

time scale in comparison to the instantaneous summation of synaptic input. Such persistent 

states add an important degree of freedom to information encoding. A switch between 

functional states of a cell provides conditioned probabilities, changing the rules for 

electrophysiological integration and action potential generation. Given intrinsic state A, the 

output of a cell due to synaptic input might be completely different from the output which the 

cell generates given intrinsic state B. States also might indicate the result of a network 

calculation without being dependent on the presence of reverberating action potentials. There 

are specialized cell types, for example, which can change the state of large networks of cells. 

Neurogliaform cells have an inhibitory effect on a cortical volume of ~300m3, mediated by the 

dense axonal arborization of this cell type, which lasts for several hundred milliseconds 

(Szabadics et al., 2007) and resulting in a sustained inhibitory effect on the whole network. 

Similarly, hormones and neuromodulators can change the excitability of neurons and the 

correlated firing probability dramatically, probably without eliciting a single action potential. 

 

Biochemical activity. Going beyond electrophysiological activity there are also dynamic 

biochemical changes in the brain which might convey information. Fluctuating concentrations of 

calcium ions in the intracellular space, for example, or the extracellular concentrations of 

neurotransmitters. Such biochemical changes are often investigated only with regard to their 

influence on the electrophysiological activity. However, they might be the correlate of 

information processing itself. Therefore the calcium transients revealed by CASD imaging might 

be a valuable correlate of activity on higher levels of emergence, beyond its function as an 

indirect indicator of action potentials. 

 

Structural activity. Finally, there is structural low-level activity in the brain. Following excitatory 

and inhibitory input to cells, intracellular signal transduction cascades are started which cause 

genomic and non-genomic effects. Intracellular signaling switches on and off molecular 

pathways which lead to covalent alterations and conformational changes of proteins, structural 
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modifications of synapses, changes in the cytoskeleton, and altered gene expression. The 

elaborate theory for the correlate of consciousness by Penrose and Hameroff considers 

structural activity as crucial. It builds on quantum activity in the cytoskeleton (Hameroff and 

Penrose, 1996). In general, there might be unknown molecular machines in the intracellular or 

the extracellular compartment which store or process local information on fast timescales. As 

the influx of calcium into neurons is tightly connected with electrophysiological activity, maybe 

unknown calcium binding proteins are part of such molecular machines. The activation of one 

molecular pathway in contrast to another also might encode information. 

2.3.3 Considering all types of mental activity  

Recent models of the mind comprise an inner representation of the external world as well as an 

inner representation of the self with location of the self in the map of the external world 

(Hesslow, 2002; Grush, 2004). The internal, combined world- and self-model is not a copy of the 

physical world, but a purposeful representation of it. The aspect of physical interaction with the 

environment including sensory feedback of motor action-induced effects has a strong weight. 

Using terms promoted by Varela, in this “embodied” or “enactive” model of the mind (e.g. 

Thompson and Varela, 2001) again large parts of information processing remain unconscious 

whereas other parts of the world model are prepared for consciousness. The world model is 

maintained intrinsically and only updated by sensory input from moment to moment. Its 

maintenance does not depend on continuous sensory input. An example from daily life: If one 

closes the eyes, the mental representation of the room in which the person is in stays intact, 

although the exact position might get lost after a while without sensory update. Preemptive 

assumptions and guesses about the environment and its changes, taken from experiences which 

are retrieved from long-term memory, reduce the requirement of complete sensory information 

and thus speed up the “refresh rate” of the world model. 

In this view, there are two sources of information which are fed into the world-model. First, the 

internally constructed representation of the world, based on long-term memory and working 

memory. Second, sensory input which is used to modify the model. The internal world model 

has several representational dimensions. A bodily dimension (What is the spatial environment 

of the body? Which objects are within reach? Which options are there to manipulate them?), a 

cognitive dimension (What is the current topic of thoughts, intentions, motivation and plans?), 

and a social dimension (What is the current social environment, the social hierarchy, the social 

role one is in at the moment?). 

The activity of place cells seems to be a confirmed correlate for the self-localizing part of the 

world model (Nakazawa et al., 2004; McNaughton et al., 2006). Bodily illusions and artificial out-

of-body-experiences impressively prove its existence (Blanke et al., 2002; Blanke and Metzinger, 

2009). 
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Fig. 3. Several types of information processing have to be expected to run at the same time. 

This figure is an augmented copy of Fig. 1. There are at least two different streams of information, which 

are simultaneously processed from moment to moment by an awake mind. One is the sensory input 

coming in from the external world. The other is a constantly updated inner representation of the world 

(including the self in this world and expectations of what is likely to happen next), maintained by working 

(short-term) memory and retrievals from long-term memory. The sensory input updates the inner model 

of the world. 
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This more detailed view on the mind implies that there is more than one source of activity 

related to information processing (Fig. 3). 

 

Variety of correlations. 

In this expanded scenario, not only all low-level activity with appropriate time scale might be a 

correlate of a given mental function, but also all kinds of mental functions have to have a low-

level activity correlate. At the same time, in an awake human being, there coexist at least a 

”correlate of information uptake from sensory input”, a “correlate of information retrieval from 

memory”, a “correlate of maintenance of the inner world representation”, a “correlate of 

qualitative consciousness”, and a “correlate of memory formation” (cf. Fig. 5). Even if action 

potentials are absolutely necessary to recruit distant populations of brain cells into the 

emergent mechanisms for mental functions, other types of low-level activity might be involved 

on a local basis. 

 

Taken together, accepting the augmented pool of low-level activity in the network as the basis 

for emergent functions and accepting that several mental sub-functions have low-level 

correlates at the same time, enlarges and systematizes the framework for experimental 

research. Given a mental function which is to be explored, all low-level parameters should be 

screened without bias for being a correlate of this mental function. Given the experimental 

observation of a specific kind of low-level activity, one has to ask to which mental task it belongs 

and all mental functions have to be taken into account. As emergent subsystems of the mind 

are present at the same time, it is a demanding task for invasive experimental research on 

network activity to identify the low-level correlates and to distinguish between them in terms of 

the mental function they serve. 

 

The weight of activity related to sensory input vs. activity related to internal world 

representation. 

In the light of the theory of a permanently maintained internal world model as a core mental 

function (Fig. 3), there must be correlating low-level activity which is not related to sensory 

input from the external world. In associative areas, the main part of ongoing activity might be 

caused by the maintenance of the internal world model and activity correlating to the sensory 

update might be only a small fraction. However, even within primary sensory parts of the 

cortex, population activity might be predominantly caused by intrinsic, or top-down, 

information processing and only being modulated when sensory stimuli are applied. This issue is 

important mainly for in vivo experiments. Recent in vivo results show that sensory input is at 

least not the only source of information processing as activity in primary sensory areas can be 

recorded in the absence of stimuli (Crochet and Petersen, 2006; Poulet and Petersen, 2008). In 

vitro results indicate that network activity patterns in primary sensory areas are quite 
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stereotyped and are hardly influenced by artificial sensory input, suggesting a predominant role 

for intrinsically generated and maybe world-model-related activity (Maclean et al., 2005). 

 

Infrastructural activity. 

Whereas any emergent activity must have a correlate on a lower level, there could be low-level 

activity without any emergent function, too. For example, plain turn-over of membrane lipids is 

activity without correlation to mental functions. Such infrastructural activity might include the 

electrophysiological domain and might not carry information nor generate consciousness, but 

could be needed for one or both of them, providing the system with stability on a middle level 

of emergence. Infrastructural activity might provide the basic operational mode of the system. 

It might be of the same low-level kind as correlate activity, let’s say there might be spikes which 

have a stabilizing function for network activity without containing information themselves. In 

terms of information theory such activity would simply be called noise. It might be demanding 

to tell infrastructural activity apart from correlate activity (cf. Stein et al., 2005). Which part of 

observed activity provides just infrastructure for emergent mental functions and which part 

correlates with content which the network is processing at present? What is carrier, what is 

message? A technological analogy might be the difference between charges in a power supply 

unit of a computer not carrying information and charges in the transistors doing so, both in the 

eyes of an alien who tries to reverse engineer the machine. Besides the correlate of a 

permanently maintained inner model of the external world, infrastructural activity, if it exists, is 

already the second kind of low-level activity present in a resting brain which is not exposed to 

sensory stimuli. 

 

Considering different branches of emergence for information processing and consciousness. 

What is the difference between the neurophysiological correlate of unconscious information 

processing and conscious information processing? Information processing is one emergent 

property of the brain. Qualitative consciousness is most probably a different one (Searle, 1980). 

While the result of an information processing event might attract attention and recruit 

consciousness (e.g. in the case of perceiving a threat), it is unlikely that the emergence of 

consciousness is the result of pure information processing. The fact that information can be 

processed without becoming conscious supports the hypothesis that there are two different 

subsystems in the brain which separately constitute the emergence of information processing 

and qualitative consciousness (Fig. 4). If there are two separate hierarchies of emergence for 

both functions of the mind, they could also be based on different kinds of low-level activity. Like 

the emergent property of a car to be driveable, by analogy, is based on a different subsystem 

than its emergent property to play music. As a speculative assignment, action potential activity 

might be the correlate of information processing and decide which cell population is recruited 

into the active assembly, whereas activity of an intracellular, calcium-triggered molecular 

machinery in dendrites might be the “extra ingredient” (Chalmers, 1995) responsible for the 
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emergence of consciousness. Such considerations can support experiments which address the 

question as to which changes occur whenever content-representing activity becomes conscious 

in addition. 

The idea of two branches of emergence is contrary to the hypothesis of strong artificial 

intelligence that computers will be conscious when calculations become sufficiently complex. 

Creating a conscious machine then means to duplicate whatever physical processes (and 

emergent stages) the brain goes through to cause consciousness (Searle, 1992). 

 

 

 

 

 
 
Fig. 4. Different mechanisms for information processing and qualitative consciousness? 

The basic functions of the mind, content-related information processing and qualitative consciousness 

might emerge in the brain by means of two different subsystems of network activity. 

Understanding in which respect these mechanisms differ from each other would complete the 

explanatory model of the mind. 
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Expecting more than one step of emergence correlated with network activity. 

The computational model of the mind suggests that there is only one level of emergence 

missing in the hierarchy of emergent properties. If the mechanism of computation were found, 

the mind would be reduced to the brain. In contrast to this assumption, it is unknown how 

many levels of emergence the brain actually employs to provide information processing and 

consciousness. The explanatory distance between the behavior of single cells and mental 

functions indicates more than one such level of emergence within the domain of network 

activity. The existence of several anatomical scales from microcircuits, cortical layers, columns, 

areas and systems supports this idea as structures can be expected to be related to functions.  

The real number of emergent levels again is important for the interpretation of experimental 

results. As the activity of single cells, activation of assemblies, and coactivation of cerebral 

systems might reflect different levels of emergence within the machinery of the mind. 

 

Including other cell types. 

Organisms in general do not waste energy. According to recent findings, the cerebral cortex 

contains as many glial cells as neurons (Azevedo et al., 2009), and older publications even state 

a ratio of 10:1 in favor of glial cells (References in [Azevedo et al., 2009]). This indicates that glial 

cells are functionally important. Their acknowledged role is that they are involved in the support 

of neuronal metabolism. However, they are also electrically excitable. They modulate synaptic 

transmission directly (Araque and Perea, 2004). They release neurotransmitters and modulate 

neuronal baseline excitability (Volterra and Meldolesi, 2005; Fellin et al., 2004). Following 

depolarization they show calcium transients (Nimmerjahn et al., 2004). With an unbiased 

approach, one has to ask which other non-electrical signals underlying information processing 

or consciousness might be generated by glial cells. 

 

Including pathway coding. 

In the theory of connectionism, neurons are exchangeable modules in a calculating network. 

There is information in the weights of synapses, but there is no information in the selection of 

specific kinds of neurons. The variety of differentiated cell types is not considered. Due to this 

reason, multiple realizability still holds for connectionism. However, according to localized fMRI 

signals, information in the brain seems to be encoded in the population of activated cells. 

Pathway coding, which is fully accepted in the peripheral nervous system, is present in the 

central nervous system, too, and should be taken into account more consistently. Pathway 

coding means that it actually does matter which cell population exhibits an activity pattern. 

Information in the brain is not copied from one location to another, but the recruitment of 

additional cell assemblies already implies a transformation of information into the next state. 

Pathway coding might be especially important in the context of the correlate of consciousness. 

fMRI studies support empirically that experiencing certain qualia comes along with increased 

activity of specific brain areas. It has been shown that the additional qualia which people with 
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synesthesia experience following an external stimulus are associated with derivations of the 

architecture of long-range fibers, resulting in a recruitment of areas of the brain which do not 

respond to the same stimulus in non-synesthetes (Sperling et al., 2006; Weiss and Fink, 2009). 

Thus, consciousness originates where the related content is encoded. It is not a copy of 

information which is made conscious elsewhere in an area specialized for the generation of 

consciousness. If the variety of qualia cannot be the result of calculations, they must be based 

on molecular differences between cell types in different networks, which means that they must 

be based on pathway coding. Networks generating different qualia might also use different 

temporal spiking codes for this task, but there is no evidence for crucial differences in rhythms 

or frequencies in primary sensory areas associated with different qualia. 

I dare to predict that the emergence of different qualia of consciousness eventually will be 

explained with the morphological differences of brain areas as described by Brodmann 

(Brodmann, 1909). 

 

Figure 5 summarizes and exemplifies the central idea of this chapter, showing which 

combinations of low-level activity and mental function have to be considered in the field of 

invasive research on network activity. The finer the discrimination of mental activity, the finer 

the discrimination of cell types, and the more complete the knowledge about intracellular 

molecular pathways as part of the structural category of low-level activity will be, the more 

complete this map of mental activities and their neurophysiological correlates will become. The 

explanatory distance between the mind and the physical brain will be lowered and an 

explanation of the mental in terms of the physical might come within our grasp. 
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Fig. 5. The proposed framework for mental functions and their low-level correlates 

This mapping of low-level activity as correlate for different types of mental activity reflects predominant 

paradigms with the emphasis on electrophysiological activity and shows where experimental research 

should make efforts to look for matches as well. 

 

Legend: ✔ = generally accepted within paradigms 

 ?  = not known or generally not discussed within paradigms 
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3  Chapter summary and aim of my PhD work 

In chapter I.1 we have seen that the identification and description of emergent mechanisms 

within the domain of cerebral network activity is the prerequisite for a unifying model of brain 

and mind which explains mental functions in terms of physical events. 

In chapter I.2 I have argued that knowledge about emergent network phenomena is vague and 

that the progress of network neuroscience might profit from an unbiased view on low-level 

correlates of mental functions besides the development of new techniques. 

 

The overall aim of the experimental studies I did during my PhD work was to add to the 

knowledge about network activity in the mammalian brain. I contributed to four different 

published/submitted studies which either quantify spontaneous network activity in vitro or 

improve the methods for research on network activity, or both. The accessibility of structures, 

the stability of recordings, and the options of pharmacological manipulations of network activity 

are limited in vivo. Handling is much easier and more experimental possibilities are available in 

preparations of isolated brain tissue in vitro. However, some physiologically relevant activity 

must be preserved in the preparation. 

 

For all projects described in this thesis, we used the brain of rodents (mice or rats) which serve 

as model animals for the taxonomic class of mammals. 

 

The broader context of the studies will be presented briefly in outlines in Chapter II, but details 

and discussions are given only in the respective publication. 

 

The introduction about the philosophy of neuroscience (Chapter I) is the summary of thoughts I 

developed during my PhD work and is intended to be an “intellectual tool” for network research 

of its own. 
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II  Guide to publications 

Publication 2 and the first part of publication 1 provide new experimental protocols to study 

network activity in vitro. The second part of publication 1 shows an application of the developed 

method in the context of intracellular signal integration. Publication 3 calibrates techniques of 

fluorescent dye imaging. Publication 4 aims at revealing mechanisms of long-lasting inhibitory 

activity on the single cell level and the resulting effect on the level of network activity. A 5th 

project on mechanisms of bistable upstate/downstate network activity was in preparation when 

this thesis was finished and will be published elsewhere. 

 

 

- Publication 1 - 

 

“Somatodendritic Integration under Increased Network Activity in 

  Layer 5 Pyramidal Cells of the Somatosensory Cortex” 

 

Florian B. Neubauer & Thomas Berger (2008). Pflügers Archiv 455:1063-1079. 

 

 

In this study we address the problem that acute slice preparations of the neocortex maintained 

in standard bath solutions exhibit almost no spontaneous network activity. Although 

electrophysiological activity can be evoked artificially in the brain slice by electrical stimulation, 

this activity usually dies out on a short timescale because the cells are not sufficiently excitable 

to sustain network activity. Spontaneous activity, in contrast, would arise and spread based on 

physiological mechanisms which would be also present in the living animal. One reason for the 

lack of self-sustained network activity in vitro is that axons which mediate neuromodulatory 

input from subcortical areas are cut away. In this study, we established means to 

pharmacologically mimic the depolarizing effect of subcortical neuromodulatory systems in 

cortical slices. As a result, the excitability and spontaneous electrophysiological activity of 

neocortical neurons in vitro increases and reaches values comparable to those reported in 

awake animals. In addition, we apply this method to investigate somatodendritic signal 

integration in vitro, comparing standard conditions to our enhanced network activity. 

Taken together we established a method which allows for studying spontaneous activity at the 

level of single cells or networks of cells in well-accessible cortical slices. 

  



 38 



CENTRAL NERVOUS SYSTEM

Somatodendritic integration under increased
network activity in layer 5 pyramidal cells
of the somatosensory cortex

Florian B. Neubauer & Thomas Berger

Received: 10 July 2007 /Revised: 17 August 2007 /Accepted: 10 September 2007 / Published online: 20 October 2007
# Springer-Verlag 2007

Abstract Integrative properties of single neurons have
been extensively studied in acute brain slices. However,
these preparations are characterized by extremely low levels
of synaptic and action potential activity. In comparison to in
vivo, reduced intracortical input and lack of subcortical
modulation increase the effective difference between mean
membrane potential and spiking threshold, preventing self-
sustained network activity in vitro. To elicit an increased
and stable network activity (INA) in vitro comparable to
that found in awake animals, we mimicked subcortical
cholinergic and serotoninergic inputs using carbachol or
barium alone or in combination with serotonin in layer 5
pyramidal cells in slices of mouse somatosensory cortex.
INA is primarily induced by a modulation of intrinsic
conductances resulting in a depolarization of the membrane
potential. We studied the impact of INA on synaptic and
somatodendritic integration using extracellular stimulation
and dendritic calcium imaging. Synaptic inhibition is
strengthened due to an increased driving force for chloride.
The critical frequency at which somatic action potentials
induce a dendritic calcium action potential is lowered.
Simultaneous inhibitory synaptic input is powerful enough
to suppress dendritic calcium action potential generation.
Pharmacologically induced INA enables the study of
neuronal integration in well-accessible cortical slices within
an active network.

Keywords Network activation . Neuromodulation .

Cholinergic modulation . Serotoninergic modulation .

Somatosensory cortex . Dendrite . Patch clamp .

Calcium-sensitive dye imaging

Introduction

Integration in cortical neurons depends on the spatiotem-
poral distribution of intracortical and subcortical inputs, the
leak conductances determining passive membrane proper-
ties, and the active conductances generating the output
signal of the neuron [30, 46]. In brain slice preparations, the
ability to integrate synaptic input and to generate action
potentials is, in general, retained. However, the drive of
intracortical ionotropic and subcortical modulatory inputs is
dramatically minimized due to the cut of long-range axons
innervating the cortex. Together, these changes result in a
considerably more hyperpolarized resting membrane poten-
tial with low variability in comparison to in vivo recordings
[38]. Nevertheless, slice preparations are widely used for
the study of functional cellular properties due to an ideal
accessibility and visibility. Measurements in awake ani-
mals, in contrast, face technical obstacles. There, it is
impossible to investigate integrative properties with the
same ease, precision, and stability as in vitro. Given this
dilemma, a method that establishes integrative properties
based on increased network activity (INA) in the slice
preparation is highly desirable.

Modulatory input from cholinergic neurons from the
brainstem and the basal forebrain is a well-known mecha-
nism for the activation of thalamic and cortical networks,
respectively, during the awake state [12, 35, 36, 57]. The
depolarizing action of acetylcholine on neocortical neurons
is associated with a rise in cell input resistance due to the
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blockade of resting potassium conductances [23, 24].
Serotoninergic input is another strong source of subcortical
activation [48].

A well-suited cell type to study integration along the
somatodendritc axis is the layer 5 pyramidal cell of the
somatosensory cortex. This cell type is characterized by
two distinct action potential initiation zones [42]. The
somatic initiation zone generates sodium action potentials
that backpropagate into the dendrite [50]. The dendritic
initiation zone triggers high-threshold calcium action
potentials [26]. Both initiation zones interact. Temporal
coincidence of a backpropagated somatic action potential
and distal dendritic activation is the most likely event to
generate a calcium action potential [27]. In contrast,
concomitant dendritic GABAergic input is a powerful
mechanism to prevent dendritic calcium events (so-called
veto effect [27]).

We investigate here the possibility of inducing, in an in
vitro preparation, an increased tonic activity level similar to
that found in awake animals. Firstly, criteria are defined for
such a state, which we name “increased network activity”
(INA). Then, three different pharmacological approaches
are tested to generate INA in layer 5 pyramidal cells in
acute slices of the somatosensory cortex of juvenile mice.
Mimicking subcortical input, we were successful in inducing
INA. This is mainly based on a depolarization mediated by the
modulation of intrinsic conductances. We employ INA to
study somatodendritic interaction and the associated veto
effect of inhibitory interneurons. Taken together, INA is a
promising novel tool to study cortical integration in an acute
brain slice preparation under restored network activity.

Material and methods

Slice preparation Postnatal day 12 to 30 DDY mice were
killed by decapitation, following the guidelines of the veteri-
nary office of the canton Bern. Their brains were rapidly
removed and immersed in ice-cold artificial cerebrospinal fluid
(ACSF). INA was investigated in thalamocortical slices [2]
(Figs. 1, 2, 3, 4, 5, 6, and 7) of the somatosensory cortex of
P12- to P18-old mice. Dendritic activity was studied in
parasagittal slices from P27 to P30 mice (Figs. 8 and 9). Four-
hundred-micrometer-thick slices were cut on a vibratome
(Microm HM 650 V; Walldorf, Germany), incubated at 35°C
for 30 min, and afterwards left at room temperature until the
transfer to the recording chamber.

Patch-clamp recordings Pyramidal cells in layer 5 of the
somatosensory cortex were visualized by infrared differen-
tial interference contrast videomicroscopy. Current-clamp
whole-cell recordings were obtained from the soma of one
or two neurons simultaneously. Two BVC-700A amplifiers

were used (Dagan, Minneapolis, MN, USA). Electrodes
were made from borosilicate glass tubing with resistances
of 4–8 MΩ when filled with intracellular solution. All
experiments were done at 33°C. Data were low-pass filtered
at 3 kHz using the internal two-pole Bessel filter of the
amplifiers and sampled at 5–10 kHz. Capacitance compen-
sation and bridge balance were properly adjusted. Liquid
junction potentials were left uncorrected. Only neurons
with a mean membrane potential more negative than
−60 mV were recorded [mean membrane potential was
−67.9±5.6 mV, mean ± standard deviation (SD), n=54
cells]. Signals were digitized and stored using Clampex 9
and analyzed off-line with Clampfit 9 (Axon Instruments,
Union City, CA, USA). Extracellular stimulation was done
using patch pipettes filled with ACSF as monopolar
stimulation electrodes.

Electrophysiological data analysis The input resistance
was obtained under different pharmacological conditions
by a linear fit of the slope of a current–voltage curve.
For this curve, a set of steady-state membrane potential
values induced by 1-s-long hyperpolarizing current
injections was used. The time constant was obtained
from a monoexponential fit of the membrane potential
decay at the offset of such a hyperpolarizing current
pulse. The SD sigma of the membrane potential was
obtained in the following way: Shifts in long recordings
(up to 10 min) of the membrane potential were
compensated and a histogram of the resulting trace
was fitted with a Gauss function in Clampfit. With this
procedure, membrane potential deflections during action
potentials did not have an impact on sigma, while
changes in excitatory postsynaptic potential (EPSP) and
inhibitory postsynaptic potential (IPSP) activity did (see
Figs. 1b and 2b). Sigma was used for comparison of the
variability of the membrane potential under different
pharmacological conditions. When parameter changes are
presented as percent of control, the control values were
obtained from the identical cells prior to pharmacological
modulation. Pooled data are expressed as mean ± SD. Raw
data were compared for statistical significance using a
paired t test. Significance level was set at p≤0.05 (* in
Table 1), and p≤0.01 was indicated in Table 1 with **.

Calcium epifluorescence imaging To monitor changes in
the intracellular calcium concentration related to dendritic
calcium events in layer 5 pyramidal cells ([39]; our Figs. 8
and 9), the potassium salt of the high-affinity calcium-
sensitive dye Oregon Green 488 BAPTA-1 (OGB-1;
Molecular Probes, Eugene, OR, USA) was applied to the
cell via the intracellular patch pipette solution. Filling the
complete somatodendritic compartment took about 40–
50 min. The light source was a 75 W Xenon short arc
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lamp in a Deltaram V monochromator (PTI, Lawrenceville,
NJ, USA). Changes in epifluorescence were imaged with a
Zeiss objective (40×, 0.8 numerical aperture). A low-
resolution (80×80 pixel), fast (500 Hz) CCD camera
(Redshirt NeuroCCD, RedShirtImaging, Fairfield, CT,
USA) running under computer control (Neuroplex soft-
ware) was used to image changes in fluorescence in a 250×
250-μm field of view covering the distal dendrite around
about 625 μm from the soma (Figs. 8 and 9). The following
filter set for OGB-1 was in use: dichroic mirror 510 nm,
emission filter BP540/25 nm. Excitation via the monochro-
mator was at 470/6 nm.

Chemicals and solutions Slices were continuously super-
fused with an ACSF containing (in mM): 125 NaCl, 25
NaHCO3, 2.5 KCl, 1.25 NaH2PO4, 2 CaCl2, 1 MgCl2, and
20 glucose, bubbled with 95% O2 and 5% CO2. To induce
INA in the slice preparation, we used three different
approaches. (a) α-Latrotoxin (600–900 pM) and pardaxin
(1–2.7 μM) were added to the extracellular solution. (b) A
modified extracellular solution (mACSF) was used with the
following altered concentrations (in mM): 5 or 6.25 KCl,
1.5 CaCl2, and 0.5 MgCl2, compared to 2.5, 2, and 1 in
ACSF, respectively. (c) The nonhydrolyzable acetylcho-
line analog carbachol (20 μM) or barium (20–100 μM)
as a blocker of inwardly rectifying potassium currents, as
well as serotonin (10–20 μM), were added to the extra-
cellular solution. Pipette solution contained (in mM): 135
K–gluconate, 5 KCl, 10 ethylene glycol bis(2-aminoethyl
ether)-N,N,N′N′-tetraacetic acid (EGTA), 10 4-2-hydroxy-
ethyl-1-piperazineethanesulfonic acid (HEPES), 4 Mg–ATP,
0.3 Na2–GTP, and 10 Na2–phosphocreatine, pH adjusted to
7.25 with KOH. In combined patch-clamp and calcium
imaging experiments, the pipette solution contained no
EGTA, but in addition 100 μM OGB-1. The following
antagonists were added to the extracellular solutions: D-2-
amino-5-phosphonovalerate (D-APV) 50 μM, and 6-cyano-
7-nitroquinoxaline-2,3-dione (CNQX) 10 μM. Pardaxin
and α-latrotoxin were from Alomone (Jerusalem, Israel)
and all other chemicals were from Sigma (St. Louis, MO,
USA) or Tocris (Ellisville, MO, USA).

Results

Definition of increased network activity

For the specification of INA, we rely on parameters
obtained in acute brain slice preparations and awake
animals. In the literature there is consent that cells in vivo
are depolarized in comparison to the in vitro situation and

that the amplitude of membrane potential (Vm) fluctuations
is much higher [4, 10, 11, 15, 29, 33, 34, 41, 49] (reviewed
in Destexhe et al. [14]). The spiking rate of a neuron is
proportional to the probability of the Vm to cross the
spiking threshold. This probabilty in turn depends on two
factors, the difference between the mean Vm and the
spiking threshold and the amplitude of actual Vm deflec-
tions. As a first criterion for INA, we use the “effective
difference” between mean Vm and spiking threshold, which
is the controlling variable for the rate of spiking [1]. This
effective difference is defined as the absolute difference
between mean Vm and spiking threshold in millivolts
divided by the SD of the Gaussian-fitted Vm distribution.
We refer to this difference as T/sigma, with T for the
difference between mean Vm and threshold and sigma for
the SD [1] (Figs. 1b,c and 2b,c). It expresses the
depolarization needed to evoke an action potential as a
multiple of the SD of Vm. The smaller the difference
between mean Vm and the spiking threshold and the higher
the Vm fluctuations are, the lower T/sigma is and the more
likely the generation of action potentials is. In the standard
in vitro preparation incubated in ACSF, the value for
T/sigma is 71.6±37.8 (Table 1), while the values in awake
animals were estimated from the literature to be in a range
of about 1 to 12 [4, 10, 11, 15, 29, 33, 34, 41, 49]. Our first
criterion for INA demands that the T/sigma value obtained
for a particular pharmacological condition reaches the range
of twice the low T/sigma values found in awake animals,
i.e., smaller than 24. The second criterion is that electro-
physiological behavior reached a sustainable steady state.
If both criteria are fulfilled, the induced conditions are
called INA.

Activation of the presynaptic release machinery
using α-latrotoxin or pardaxin

In an isolated slice preparation, long-range afferents are cut,
and this leads to the hypothesis that lacking synaptic drive
is the predominant reason for the increased T/sigma in
vitro. Assuming this, a promising technical approach for the
induction of INA is the activation of the presynaptic release
machinery, while leaving postsynaptic receptors unaffected
by the activation protocol itself. Such changes in the
synaptic release probability can be obtained with toxins
like α-latrotoxin [9, 16, 40] and pardaxin [28]. Application
of 600 or 900 pM α-latrotoxin (concentration range see
Capogna et al. [9] and Henze et al. [21]) resulted in a
significantly increased SD of the membrane potential
distribution (sigma) to 187±63.8% of the control value
(mean ± SD), reflecting an increased synaptic input to the
cells under study (p=0.04; n=5 cells; Fig. 1a–c, Table 1).
However, the mean membrane potential of the cells was not
significantly depolarized (p=0.65; n=5 cells; Fig. 1a,c).
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Action potentials occurred only at a very low level (range 0
to 0.12 Hz, median 0 Hz). Input resistance and membrane
time constant were not significantly changed (Table 1). The
obtained values for depolarization and sigma resulted in an
effective difference between Vm and spiking threshold
T/sigma of 35.3±23.6 (p=0.03; n=5 cells; Fig. 1c), about
half the value calculated for the control condition (71.6±
37.8, n=43). However, the increase in Vm fluctuations
under α-latrotoxin was still insufficient to bridge the distance
between Vm and spiking threshold as depicted in Fig. 1c.

To check the ability of the system to perform classical
synaptic transmission, a patch pipette filled with extracel-
lular solution was placed in layer 2 and used for
extracellular stimulation. Four stimuli (400 μs duration,
60 or 100 μA amplitude, 10 Hz frequency) evoked 1.5- to
2-mV-large EPSPs in standard ACSF. At higher stimulation

intensities, disynaptic IPSPs could be seen (Fig. 1d).
Addition of 600 pM α-latrotoxin increased the EPSP
amplitude at lower stimulation intensities, but these EPSPs
were shortened due to a pronounced disynaptic inhibition.
Because the membrane potential was only slightly depolar-
ized and the input resistance was unchanged, the increased
EPSPs and IPSPs suggest that α-latrotoxin improves the
synaptic transmission in our preparation. Such an effect
may be due to the presynaptic calcium increase following
incorporation of α-latrotoxin channels in the membrane
[20]. With increasing stimulation intensities, inhibition
became so prominent that the EPSPs were nearly abolished.
This might be explained by the fact that the local circuitry
in the cortex is dominated by inhibitory synapses and, at
higher stimulation intensities, more and more neighboring
interneurons are recruited (Fig. 1d).

Fig. 1 Effects of α-latrotoxin
on membrane potential and
synaptic transmission. a Bath
application of 600 pM
α-latrotoxin (depicted by the
gray line) to a layer 5 pyramidal
cell results in increased mem-
brane potential fluctuations and
rare action potentials. b Histo-
grams of membrane potential
distribution during control and
α-latrotoxin (black and gray
solid curves, respectively) were
normalized and fitted with
Gauss functions (dotted curves)
to obtain the SD sigma. c Anal-
ysis of membrane potential
recordings under control (black
trace, left part) and during
α-latrotoxin (gray trace, right
part). Due to sparse depolariza-
tion under α-latrotoxin, even
increased synaptic drive is not
sufficient to bridge the remain-
ing difference T between the
mean membrane potential and
the spiking threshold. d Activa-
tion of synaptic input by extra-
cellular stimulation in layer 2.
Under control conditions, a train
of four pulses (400 μs duration,
60 or 100 μA amplitude, 10 Hz,
30 trials averaged) evokes either
EPSPs (60 μA) or EPSP–IPSP
sequences (100 μA) (black
traces). With α-latrotoxin, syn-
aptic transmission is strength-
ened, resulting in larger EPSPs
and IPSPs in comparison to
control (60 μA). At stronger
stimulation intensity (100 μA),
strengthened inhibition is mask-
ing EPSPs. Mouse P18
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Pardaxin at concentrations of 1 or 2.7 μM (concentration
range see Henze et al. [21]) resulted in comparable effects.
The neurons depolarized slightly but significantly by 3.3±
2.4 mV (p<0.01; n=8 cells). Sigma increased to 141±
34.1% of control (p<0.01; n=8). The obtained reduction of
T/sigma to 59.7±45.2 with pardaxin was not significant

(p=0.07, n=5 cells), and there was no spiking. Input
resistance and membrane time constant did also not show
significant changes under pardaxin (Table 1).

Recordings with α-latrotoxin and pardaxin were stable and
lasted for 60 min (median; range 50–120 min), meeting the
second criterion for INA, stability in time. However, T/sigma

Fig. 2 Effects of increased extracellular potassium and decreased
calcium and magnesium concentrations on membrane potential and
synaptic transmission. a Extracellular concentrations of KCl, CaCl2,
and MgCl2 were changed to 6.25, 1.5, and 0.5 mM (mACSF),
compared to 2.5, 2, and 1 mM, respectively, in standard ACSF. The
membrane potential of a layer 5 pyramidal cell is shown under control
and during mACSF (depicted by the gray line). The cell depolarizes by
17.1 mV, sigma increases, and the neuron starts to generate action
potentials at a mean frequency of 0.9 Hz. b Histograms of the
membrane potential distribution in standard ACSF (control) and
mACSF (black and gray solid curves, respectively) were normalized
and fitted with Gauss functions (dotted curves) to obtain the sigma

values given. Deflections of the membrane potential from a Gaussian-
distributed behavior due to spikes and afterhyperpolarizations (arrows)
are neglected by this fitting procedure and do not influence sigma.
c Analysis of recording under control (black trace) and under mACSF
(gray trace). The differences T between mean Vm and the spiking
threshold reflect sufficient depolarization and synaptic drive under
mACSF for the generation of action potentials. Spikes are truncated.
d Activation of synaptic input by extracellular stimulation in layer 2
(400 μs duration, 100 μA amplitude, 10 Hz, 30 trials averaged) under
control conditions evokes EPSP–IPSP sequences (black trace). In
mACSF, the cell depolarizes, action potentials can be seen, and IPSPs
become much larger. Mice P16 (a–c) and P15 (d)
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values obtained with exclusive activation of the presynaptic
release machinery were far away from the T/sigma value
defined in the first criterion (i.e., below 24). Therefore, this
pharmacological approach failed to induce INA.

Activation with increased extracellular potassium
and decreased calcium and magnesium concentrations

A modified ionic composition of the extracellular medium
could be an alternative method to obtain INA. Extracellular
potassium concentration was raised to 5 or 6.25 mM, while
the calcium and magnesium concentrations were lowered to

1.5 and 0.5 mM, respectively (mACSF; compare Berger et
al. [6] and Silberberg et al. [47]). In contrast to α-latrotoxin
and pardaxin, mACSF containing 6.25 mM potassium led
to a pronounced depolarization of the cells under study by
18.4±11.1 mV (p<0.01; n=8 cells). The median of the
spiking frequency was 1.15 Hz (range 0 to 13.0 Hz; n=8).
Sigma increased to 256.6±71.5% of the control value
(p=0.02; n=6 cells; Fig. 2b,c). This increase was not due to
the presence of action potentials because sigma values were
obtained from Gaussian-fitted histograms rejecting action
potentials (Fig. 2b). In comparison to α-latrotoxin, the
spiking threshold was reached in mACSF primarily due to a

Fig. 3 Cholinergic and seroto-
ninergic activation depolarizes
the cells and increases the syn-
aptic drive of the network. Ap-
plication of 50 μM barium (a),
20 μM serotonin (b), or 10 μM
serotonin plus 20 μM barium (c)
all depolarize the cells and lead
to action potential generation
(left part). An increased sigma
reflects the increased synaptic
drive under these conditions
(right part; here, action poten-
tials are truncated). Membrane
potentials: a control: −66.0 mV;
50 μM barium: −59.0 mV. b
Control: −65.2 mV; 20 μM se-
rotonin: −60.1 mV. c Control:
−68.2 mV; 10 μM serotonin +
20 μM barium: −62.5 mV. Mice
P14 (a–c)
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strong depolarization and a concomitant high sigma
(Fig. 2c). T/sigma was reduced to 15.8±8.7 (p<0.01; n=
6), reaching a similar range as observed in vivo. Input
resistance and membrane time constant were significantly
decreased in mACSF (Table 1). mACSF with 5 mM
potassium instead of 6.25 mM had similar but weaker
effects (Table 1).

Extracellular stimulation induced EPSPs (not shown)
and, at higher stimulation intensities, sequences of EPSPs
with disynaptic IPSPs (Fig. 2d). In mACSF, the EPSP
component became smaller while the IPSP component
increased in amplitude. This may be simply explained by
the fact that the cell’s membrane potential approached the
reversal potential for the cationic AMPA receptors while
the driving force for GABAergic conductances increased.

The critical disadvantage of mACSF was the short
duration and insufficient stability of the emerging activity
(with 5 and 6.25 mM potassium). Neurons often continued
to depolarize without reaching a new stable steady-state
activity level. After a relatively short time (median 30 min;
range 20–100 min; n=20 cells), they were inactivated by

Fig. 4 INA is characterized by the reduction of the effective
difference between mean membrane potential and spiking threshold.
Plot of the spiking frequency against the effective difference between
mean membrane potential and spiking threshold (T/sigma). Data from
23 cells under INAwere fitted logarithmically (black line). Mimicking
subcortical input with cholinergic or mixed cholinergic–serotoninergic
activation induces INA with low T/sigma values in comparison to
the mean control value of 71.6 (right dashed line). Under INA, the
T/sigma values are similar to those found in the awake animal, and
the highest spiking frequency is 5 Hz. The left dashed line depicts the
highest T/sigma values described in awake animals

Fig. 5 Depolarization during INA is due to modulation of intrinsic
conductances and not due to excitatory synaptic drive in the network.
a The membrane potential of eight cells in ACSF, ACSF plus 20 μM
carbachol or 50 μM barium (ACSF + CarBa, cholinergic activation),
and ACSF + CarBa plus 10 μM CNQX/50 μM D-APV. The cells
depolarize under ACSF + CarBa. This depolarization is not reversed
under ACSF + CarBa + CNQX/D-APV. Single-cell values in gray,
mean ± SD in black. b Plot of sigma under the same pharmacological
conditions. Sigma increases under ACSF + CarBa, but this increase is

reversed under ACSF + CarBa + CNQX/D-APV. c Plot of the changes
in sigma against the changes in membrane potential in 19 cells. A
stronger depolarization of the cells under study is not correlated with
an increased synaptic drive of the surrounding network reflected in
sigma. d Plot of absolute values of sigma against the changes in
membrane potential. The cells analyzed for c and d are identical to
those in Fig. 4, except for serotonin. Dashed lines show the control
level in ACSF
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depolarization and ceased to generate action potentials.
Activation with increased extracellular potassium and
decreased calcium and magnesium concentrations resulted
in a sufficient but only transient decrease of T/sigma. Thus,
these conditions did not result in INA.

Modulation of cholinergic and serotoninergic conductances
establishes stable and reversible increased network activity

Subcortical serotoninergic and cholinergic fibers trigger
wakefulness and responsiveness of cortical neurons to
sensory stimuli, forming part of the ascending arousal
system [37, 48]. We mimicked the cholinergic input using
bath application of carbachol, an acetylcholine analog, or
barium, a specific blocker of inward rectifier potassium
channels [54]. These are downstream targets of the
cholinergic action [23, 31]. Alternatively or in addition we
applied serotonin, which acted in our system via an
activation of persistent sodium channels (supplementary
Fig. 1). We used the following pharmacological conditions:
(a) cholinergic activation, 20 μM carbachol, 50 μM barium,
or 100 μM barium; (b) serotonin 20 μM; and (c) mixed
activation, 10 μM serotonin plus 20 μM barium or 20 μM
serotonin plus 50 μM barium. Data sets for the action of
carbachol (n=2 cells), 50 μM barium (n=4 cells), or
100 μM barium (n=4 cells) showed comparable steady-

state effects on passive membrane properties. Therefore,
they were pooled using the term “cholinergic activation”
despite the fact that the blocking effect of barium on
inwardly rectifier potassium channels might not reflect the
full range of acetylcholine effects. We also pooled the
values for mixed activation via different concentrations of
serotonin and barium.

In all three pharmacological conditions, neurons depo-
larized, sigma increased, and the effective difference
between mean Vm and spiking threshold was reduced, but
the extent of these changes was different for the different
pharmacological interventions (Figs. 3 and 4; Table 1).
Using cholinergic activation, the cells depolarized by 9.5±
6.7 mV (p<0.01; n=10 cells) and sigma increased to 420.4±
207.4% of control (p<0.01; n=10; Fig. 3a; Table 1).
T/sigma was reduced to 12.0±12.0 (p<0.01; n=10).
Spiking activity was seen with a median of 0.42 Hz (range
0–5.0 Hz; n=10). In contrast to barium, carbachol initially
hyperpolarized the cells for 2–3 min before reaching the
depolarized steady-state level. In addition, the carbachol
effect was the only one that was not fully reversible (not
shown). Serotoninergic activation alone resulted in weaker
effects. The change of Vm of 3.3±2.9 mV was not
significant (p=0.37; n=4 cells). The change in sigma to
184.4±32.0% of control was significant (p=0.011; n=4
cells; Fig. 3b; Table 1), and T/sigma was decreased to

Fig. 6 Sigma and T/sigma are
not correlated with input resis-
tance. a The input resistance
was monitored with current
injections between −100 and
−400 pA. 50 micromoles of
barium increases the input
resistance, while 20 μM of
serotonin lower it. A mixture
of serotonin and barium results
in an intermediate effect. b The
plot of changes in sigma against
changes in input resistance does
not show a correlation. c Also,
the plot of T/sigma against
changes in input resistance does
not show a correlation. The cells
analyzed are identical to those in
Fig. 4. Dashed lines show the
control level in ACSF. Mice P14
(a, left and middle part) and P15
(a, right part)
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41.1±7.7 (p<0.01; n=4 cells; Fig. 4). Spiking could not be
observed under serotonin. Mixed serotoninergic–choliner-
gic activation led to comparable effects on membrane
potential depolarization and fluctuation in comparison to
cholinergic activation alone. Cells depolarized by 10.0±

5.1 mV (p<0.01; n=9 cells) and sigma increased to 404.3±
221.7% of control (p<0.01; n=9; Fig. 3c; Table 1). The
effective difference to spiking threshold T/sigma decreased
to 22.0±14.7 (p<0.01; n=9; Fig. 4). Spiking activity was
seen at 0.1 Hz (median; range 0 to 3.1 Hz; n=9).

Fig. 7 INA increases the driving force for inhibitory inputs. a
Activation of synaptic input by extracellular stimulation in layer 2
(400 μs duration, 200 μA amplitude, 10 trials averaged; uppermost
trace). Under control conditions, an EPSP is evoked. At a depolarized
membrane potential due to DC current injection, a diphasic response
with an EPSP and an additional inhibitory component is observed
(second trace from top). Mixed cholinergic–serotoninergic activation
depolarizes the cell and stimulation results in a comparable EPSP–
IPSP sequence (third trace from top). Additional application of CNQX
and D-APV results in the disappearance of all synaptic activity except
a tiny monosynaptic inhibitory activity (trace on bottom). b A train of
four pulses (400 μs duration, 300 μA amplitude, 10 Hz, 30 trials

averaged) evokes EPSPs under control conditions (black trace). Under
mixed cholinergic–serotoninergic activation, the evoked EPSPs are
curtailed by disynaptic IPSPs (gray trace). c EPSP and IPSP
amplitudes are plotted as a function of the stimulation intensity. Solid
black symbols give the amplitude under control, bordered gray
symbols depict the amplitude during mixed cholinergic–serotoninergic
activation. Curves are logarithmic fits of the data sets. d Changes in
EPSP and IPSP amplitude following the switch to mixed cholinergic–
serotoninergic activation. EPSP changes are depicted as black
rectangles, IPSP changes as triangles. A negative value means a
decrease in EPSP size but an increase in the IPSP size. Mice P27 (a),
P15 (b)
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Thus, the strongest depolarizing effects and the largest
increase in network synaptic drive were observed with
cholinergic or mixed serotoninergic–cholinergic activation,
while serotonin alone had minor effects. For cholinergic or

mixed serotoninergic–cholinergic activation, T/sigma was
in the requested range of values (Fig. 4), and electrophys-
iological behavior was stable and did not limit recording
time. Thus, we refer to these conditions as INA.

Fig. 8 INA decreases the critical
frequency for dendritic calcium
action potentials. The ability of
layer 5 pyramidal cells to generate
dendritic calcium action potentials
was studied with four induced
somatic action potentials at differ-
ent frequencies. a–c Somatic
membrane potential (first row,
single trials). At the branchpoint
of the distal apical dendrite
(625 μm from the soma; see inset)
changes in intracellular calcium
concentration were imaged as
changes in the fluorescence of the
high-affinity calcium dye OGB-1
(following rows). Averaged sig-
nals from 10 trials, taken from a
100-μm segment of the dendrite.
Electrophysiology and imaging
are not aligned. a Below the
so-called critical frequency (here
125 Hz), no dendritic calcium
transients are visible under control
conditions. b Mixed cholinergic–
serotoninergic activation depolar-
izes the cell. In addition, the
critical frequency is decreased to
77 Hz and the amplitude of
calcium events increases to 263%
of control. c Repolarization of the
somatic membrane potential with
DC current injection to the control
value changes the amplitude of
dendritic calcium events and the
critical frequency only marginally.
d For the cell shown in a–c, the
evoked changes of the calcium
concentration in the dendrite are
plotted against the frequency of
induced somatic action potentials.
During INA, calcium transients
increase and the critical frequency
is lowered. e For 14 cells, the shift
in the critical frequency under
INA is shown. Mouse P27 (a–d)
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Depolarization due to modulation of intrinsic conductances
is the main factor for increased network activity

Depolarization of the neurons could be caused either by the
modulation of intrinsic leak conductances that hyperpolar-
ize the cells under control conditions or by a net excitatory
synaptic drive emerging from the surrounding network. To
get an estimate for the importance of the synaptic drive for
depolarization during INA, we activated the network with
20 μM carbachol or 50 μM barium and then blocked
synaptic conductances with 10 μM CNQX and 50 μM
D-APV. Under these conditions, depolarization had an

amplitude of 128.1±41.4% of the depolarization seen with
carbachol or barium alone (difference not significant,
p=0.19; n=8 cells; Fig. 5a). Sigma under carbachol or
barium plus CNQX/D-APV was markedly reduced in com-
parison to carbachol or barium (62.0±17.3%; p<0.01;
n=8 cells; Fig. 5b). That it was still larger in comparison
to the control value in ACSF (133.0±25.6%; p=0.012)
might be attributed to inhibitory input or to excitatory
neurotransmitters other than glutamate. Next, we plotted
the depolarization of a given cell against its sigma, either
against the percentage of the control value (Fig. 5c) or
against its absolute value (Fig. 5d), and found no

Fig . 9 Dur ing INA, the
GABAergic veto effect is pres-
ent. To test if distal GABAergic
input is able to suppress den-
dritic calcium action potentials
(veto effect), we simultaneously
evoked both signals during
mixed cholinergic–serotoniner-
gic activation. Left column, so-
matic membrane potential
(single trials); right column, im-
aged dendritic calcium changes
(averaged from 10 trials, taken
from a 100-μm segment of the
dendrite). a Four somatic action
potentials at 111 Hz evoke a
dendritic calcium event that is
accompanied by a somatic
afterdepolarization with overly-
ing additional spikes. b Distal
extracellular stimulation at
300 μA evokes an IPSP, which
does not show up at all in the
calcium signal. c The combina-
tion of four somatic spikes at
111 Hz with a distal extracellu-
lar stimulation at 100 μA still
results in a dendritic calcium
event but with a reduced ampli-
tude in comparison to somatic
spikes alone. The somatic after-
depolarization is still present.
Increasing the extracellular
stimulation intensity to 200 and
300 μA results in the disap-
pearance of the dendritic calci-
um signal and the somatic
afterdepolarization. Mouse P27
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correlation. These findings supported an intrinsic origin of
the depolarization, while the synaptic network drive had no
relevant effect in this preparation.

To test how changes of passive membrane properties due
to cholinergic and serotoninergic activation may influence
sigma or T/sigma, we evaluated the changes in input

resistance related to the pharmacological intervention.
Cholinergic activation resulted in an increase in input
resistance to 174.8±71.0% of control (p<0.01; n=10 cells;
Fig. 6a left part; Table 1). In contrast, serotoninergic
activation did not change input resistance significantly
(77.5±8.5% of control; p=0.12; n=4 cells; Fig. 6a middle

Table 1 Electrophysiological properties of layer 5 pyramidal cells under different pharmacological conditions

ΔVm (mV)
(mean ± SD)

T (mV)
(mean ±
SD)

sigma (mV)
(range,
median)

sigma (% of
control) (mean ±
SD)

T/sigma
(mean ±
SD)

Spiking
frequency (Hz)
(range, median)

Rin (% of
control) (mean ±
SD)

tau (% of
control) (mean ±
SD)

ACSF
(control)

0 25.3±7.4 0.17–0.92,
0.35

100 71.6±37.8 0 100 100

n=54 n=54 n=43 n=43 n=43 n=54 n=54 n=54

LTX 2.5±3.0 29.5±10.4 0.49–1.86,
0.94

187±63.8 35.3±
23.6*

0–0.12, 0 109±27.7 94±8.5

n=5 n=5 n=5 n=5 n=5 n=5 n=5 n=5

PDX 3.3±2.4** 25.8±11.1 0.28–0.76,
0.345

141±34.1** 59.7±45.2 0–0.05, 0 95±26.8 95±29.6

n=8 n=5 n=8 n=8 n=5 n=8 n=6 n=8

5 K+ 13.3±5.6** 17.2±
3.3**

0.73–2.23, 0.8 222.8±94.4* 18.7±
7.5**

0–15.3, 0.2 72.3±38.0* 63.9±22.9**

n=12 n=12 n=5 n=5 n=5 n=12 n=12 n=12

6.25 K+ 18.4±11.1** 15.6±
2.7**

0.5–2.02, 1.24 256.6±71.5* 15.8±
8.7**

0–13.0, 1.15 79.3±28.5* 51.3±21.4**

n=8 n=8 n=6 n=6 n=6 n=8 n=8 n=8

CarBa 9.5±6.7** 10.9±
7.0**

0.55–3.35,
1.16

420.4±207** 12.0±
12.0**

0–5.0, 0.42 174.8±71.0** 168.5±53.8**

n=10 n=10 n=10 n=10 n=10 n=10 n=10 n=10

Ser 3.3±2.9 16.1±2.2* 0.32–0.46,
0.405

184.4±32.0* 41.1±
7.7**

0–0.01, 0 77.5±8.5 91.6±7.3

n=4 n=4 n=4 n=4 n=4 n=4 n=4 n=4

SerBa 10.0±5.1** 13.8±
2.4**

0.34–2.41,
0.52

404.3±221** 22.0±
14.7**

0–3.1, 0.1 127.2±32.4** 139.1±21.8**

n=9 n=9 n=9 n=9 n=9 n=9 n=9 n=9

Estimated
ranges
in vivo

– 2–30 1.4–12 – <1–12 0.06–45 – –

The parameters input resistance, membrane time constant, and mean spiking rate are not part of the INA definition. We include them to provide a
more complete picture of the induced conditions. The in vivo values for T and sigma were given in or had to be estimated from figures in Baranyi
et al. [4], Chen and Fetz [10], Crochet and Petersen [11], DeWeese and Zador [15], Lee et al. [29], Margrie et al. [33], Matsumura et al. [34],
Rudolph et al. [41], and Steriade et al. [49]. Spiking frequencies were taken from Chen and Fetz [10], Crochet and Petersen [11], DeWeese and
Zador [15], Margrie et al. [33], Rudolph et al. [41], Steriade et al. [49], and Woody et al. [57].
ΔVm change in membrane potential; T difference between mean membrane potential and spiking threshold; sigma SD of the Gaussian-fitted
membrane potential distribution; Rin input resistance; tau membrane time constant; ACSF control conditions in standard ACSF; LTX α-latrotoxin;
PDX pardaxin; 5 K+ mACSF with 5 mM KCl, 1.5 CaCl2, 0.5 mM MgCl2; 6.25 K+ mACSF with 6.25 mM KCl, 1.5 CaCl2, 0.5 mM MgCl2;
CarBa cholinergic activation with carbachol or barium; Ser serotonin; SerBa mixed cholinergic–serotoninergic activation with barium and
serotonin
*0.01<p≤0.05; **p≤0.01

1074 Pflugers Arch - Eur J Physiol (2008) 455:1063–1079

50



part). With a mixed serotoninergic–cholinergic activation,
the value for input resistance was between that for purely
serotoninergic or cholinergic activation (127.2±32.4% of
control, p<0.01, n=9 cells; Fig. 6a right part). Membrane
time constant was changed accordingly in all conditions
(Table 1).

Next, we checked whether changes in input resistance
were related to changes in sigma or T/sigma. A plot of both
parameters did not give any correlation (Fig. 6b,c). This
suggests that network activity reflected by sigma and the
ability to generate INA (low T/sigma) did not depend on a
net change of input resistance. As a consequence, the
resulting depolarization must have been the primary factor
that drove the cells and the network.

Increased network activity augments the driving force
for inhibitory inputs

Comparable to α-latrotoxin and mACSF (Figs. 1d and 2d),
we tested how INA changes synaptic integration using
extracellular stimulation (Fig. 7). EPSPs were markedly
reduced in amplitude (70% of control) and duration under
cholinergic or serotoninergic–cholinergic activation (stimu-
lation intensity 100–300 μA; 59 data points obtained in 17
cells; Fig. 7a–d). These changes were accompanied by the
appearance of an inhibitory disynaptic activity in 15 out of
17 cells (Fig. 7a, second trace from bottom). In 2 out of 17
cells, the disynaptic component was excitatory (not shown).
The inhibitory component was nearly exclusively due to
disynaptic activation because only a minor part was present
under 10 μM CNQX and 50 μM D-APV (Fig. 7a, trace on
bottom). The inhibitory disynaptic response could be
mimicked if the cells were depolarized under control
conditions by DC current injection to values obtained with
serotonin plus barium (Fig. 7a, second trace from top). This
suggests a role of the modified driving forces for chloride,
potassium, and cationic conductances of GABAA, GABAB,
and AMPA receptors, respectively, under INA.

Increased network activity boosts dendritic calcium events

To study dendritic activity in layer 5 pyramidal cell under
INA, we prepared parasagittal slices from P27 to P30 mice
(n=14 cells). Comparing the properties of INA following
serotoninergic–cholinergic activation, differences between
cells from the P14–P15 and the P27–P30 age groups are not
significant. In the P27–P30 age group, sigma has a range of
0.37–0.85 mV with a median of 0.54 mV. T is 14.2±
5.6 mV (13.8±2.4 mV in P14–P15 cells; p=0.78), while
T/sigma is 27.7±11.8 (22.0±14.7 in P14–P15 cells;
p=0.12). Dendritic calcium events are best evoked due to
a combined somatic and dendritic activation, suggesting that
they need coincident input arriving at different cortical

layers to occur [27]. However, somatic action potentials
alone can also induce dendritic calcium activity if they
surpass a so-called critical frequency [7, 25]. Four somatic
action potentials were induced at different frequencies, and
the presence of a consecutive dendritic event was seen as an
afterdepolarization in the somatic trace (n=14 cells, not
shown). In six cells, this was combined with a detection of
the distal dendritic calcium signal using epifluorescence
imaging (Fig. 8). We found a critical frequency of 120.8±
11.0 Hz under control (Fig. 8a), which was reduced to
59.8±5.0 Hz in serotoninergic–cholinergic INA (Fig. 8b,
d,e), reflecting 57.0±4.1% of control (n=14 cells). In seven
cells under serotoninergic–cholinergic activation, DC cur-
rent was injected to hyperpolarize the somatic membrane
back to the value recorded under control conditions
(Fig. 8c,d). Then, the critical frequency was unchanged
and did not increase to the values found under control
(compare Berger et al. [7] and Larkum et al. [25]).

Under increased network activity the GABAergic veto
effect is still intact

A prominent feature of dendritic calcium events is their
strong control via distal GABAergic inputs (veto effect
[27, 39]). Therefore, we investigated the effects of distal
dendritic stimulation on a dendritic calcium event evoked
under serotoninergic–cholinergic INA with four somatic
action potentials (Fig. 9). Somatic activity beyond the
critical frequency evoked a dendritic calcium transient
(Fig. 9a, dendritic imaging data in the right part), which
was accompanied by a strong somatic afterdepolarization
and overlying action potentials (Fig. 9a, somatic membrane
potential in the left part). Distal extracellular stimulation
alone evoked a hyperpolarization-dominated postsynaptic
response, which was, of course, not correlated to a calcium
signal (Fig. 9b). In eight cells, concomitant and increasing
extracellular stimulation abolished the somatic afterdepola-
rization, as well as the calcium event (Fig. 9c). Thus, also
under conditions of a facilitated initiation of dendritic
calcium events, distal inhibitory input is powerful enough
to stop this activity.

Discussion

Definition of increased network activity

Acute slice preparations are the ideal system for electro-
physiological studies of single cells and optical imaging in
the cerebral cortex, as they provide major methodological
advantages. All layers can be targeted. A high degree of
visibility allows the recording from selected cell types and
cellular compartments. Direct access enables local extracel-
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lular drug application and absence of movement provides
stable recordings. The physiological relevance of in vitro
measurements, however, is limited due to altered integrative
properties of the system. Here, we show that INA can be
evoked in a stable and fully reversible manner in acute
brain slices mimicking subcortical input. This enables a
sophisticated level of investigation of neuronal integration
at subcellular resolution, which is not feasible in the awake
animal.

The first criterion of our definition of INA considers the
probability of Vm to reach the spiking threshold. All
studies using intracellular recordings in awake animals
indicate low T/sigma values in a range between 1 and 12
(estimations from Baranyi et al. [4], Chen and Fetz [10],
Crochet and Petersen [11], DeWeese and Zador [15], Lee
et al. [29], Margrie et al. [33], Matsumura et al. [34],
Rudolph et al. [41], and Steriade et al. [49]). In contrast,
standard slice preparations are characterized by an extreme
increase of T/sigma (to about 100, Destexhe et al. [14]; to
71.6, this study). The underlying mechanism is a consis-
tently lowered sigma in the slice situation (0.18 mV, Paré
et al. [38]; 0.35 mV, this study) in comparison to the non-
anesthetized animal (sigma of about 2 mV [14]), and a
much more hyperpolarized Vm in vitro (T of about 20 mV,
Destexhe et al. [14]; 25.3 mV, this study). An apparent
advantage of the T/sigma parameter is the possibility of
distinguishing intense subthreshold integration from only
minute subthreshold activity (Fig. 4). If Vm values are not
Gaussian-distributed, e.g., in cases of a highly coincident
synaptic drive (auditory cortex [15]), the probability of
action potentials might transiently be higher than indicated
by T/sigma.

Our two criteria for INA (see “Results” section) consider
(a) the low T/sigma values in vivo and (b) the fact that
induced network activity should always be sustainable. One
can argue that the action potential rate should also be
included in the definition of INA. However, the literature is
quite contradictory with respect to the spiking frequency in
awake animals. Recordings of cortical cells reveal large
differences in spiking frequencies (range 0.06–45 Hz [10,
11, 15, 33, 41, 49, 57]) that seem not to be due to different
recording techniques [56]. Because of this disagreement,
we do not include spiking rates in the definition of INA. In
contrast, the T/sigma paradigm even provides a possible
explanation for differing rates of spiking in vivo. At the low
T levels observed in vivo, slight changes of sigma are
sufficient to cause quite heterogeneous spiking frequencies.

Depolarization via modulated intrinsic conductances
is the key mechanism for increased network activity

Large T/sigma values in the untreated cortical slice
normally prevent action potential output, while the pre-

served connectivity in this preparation in general is
sufficient to generate network activity [32, 47, this study].
As active membrane properties are intact in vitro, two
possible factors remain that can be responsible for the
enormous T/sigma and the electrophysiological quiescence
in the slice: lack of synaptic drive and alteration of passive
membrane properties. During INA, synaptic drive mediated
by ionotropic conductances for sure contributes to the
reduction of T/sigma, as sigma is increased in all cells
under study and is in the range found in nonanesthetized
animals (mean 1.16 mV for cholinergic and 0.52 mV for
serotoninergic–cholinergic activation, compared to about
2 mV in vivo [14]). However, it was not clear whether the
increase of sigma and the reduction of T were correlated
phenomena. Blocking excitatory synaptic transmission
under INA, we find that the depolarization remains while
sigma approaches the control values seen in ACSF. This
means that the modulation of intrinsic conductances
provides a sufficient degree of depolarization on the basis
of which suprathreshold integration of synaptic input can
take place. Taken together, the depolarization during INA
seems to be due to the modulation of intrinsic conductances
and does not depend on a net excitatory synaptic drive.

The input resistance is a passive membrane property that
could determine the impact of synaptic input on Vm and
sigma. On the one hand, depolarizing synaptic activity is
able to lower the input resistance of cortical neurons in vivo
[13, 14]. On the other hand, depolarizating events can also
reliably be associated with an increase in input resistance if
intrinsic conductances come into play that counteract the
shunting effect of synaptic input [56]. In our study, INA is
accompanied by an increased input resistance, but this
increase is correlated neither with sigma nor with T/sigma.
Therefore, an increase of input resistance is not a
prerequisite for the induction of INA. This finding is
supported by our experiments with a changed ionic
composition of the extracellular solution (mACSF). In this
case, low T/sigma values and an elevated spiking rate are
associated with a markedly decreased input resistance.
Thus, low T/sigma values can be obtained under conditions
that include either an increase or a decrease of input
resistance. The possible independence of network activity
from input resistance is further corroborated by the study of
Steriade and coworkers [49], which shows that comparable
spiking rates can be observed at very different levels of
input resistance. During wakefulness, the input resistance in
cortical cells is almost doubled in comparison to the
depolarizing phase of slow wave sleep, while the spiking
rate is even lower. As we have discussed above, INA
depends on the depolarization of neurons, which is mainly
based on the tuning of intrinsic leak conductances and only
to a minor degree, if at all, on a modification of input
resistance.
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Cholinergic modulation of the cortical function is complex
[31]. m1 Muscarinic acetylcholine receptors inhibit G
protein-coupled inwardly rectifying potassium channels
(GIRK channels [22]) while m2 receptors activate them.
Accordingly, muscarinic activation of the cortex can lead
either to excitatory phenomena like gamma oscillations [8] or
dampening effects, e.g., on synaptic integration in pyramidal
cell dendrites [17, 44]. Using carbachol, Vm depolarization
and an increase in input resistance are consistent with the
blocking effect of acetylcholine on resting potassium con-
ductances [23]. With barium, we specifically select the effect
on inwardly rectifying potassium channels [54]. Barium has
comparable effects to acetylcholine, and their effects are not
additive [23]. In this study, carbachol and barium have
comparable effects, and cells are pooled.

Serotonin has been shown to have several effects on
cortical cells via ionotropic and metabotropic receptors. It
activates GIRK channels in layer 5 pyramidal cells of the
somatosensory cortex via 5-HT1A receptors [54]. However,
this effect is delayed during development [45] and,
therefore, may be of less importance at the age range
studied here. 5-HT2 receptors have been shown to activate
the persistent sodium current in spinal cord motoneurons
[18]. The persistent sodium conductance is an important
factor for the excitability of layer 5 pyramidal cells in the
somatosensory cortex [3]. Using voltage-clamp recordings
in layer 5 pyramidal cells, we find that serotonin indeed
activates the persistent sodium current (supplementary
Fig. 1). This effect can explain the depolarization under
serotonin seen in the present study.

In vitro, long-range afferents of both kinds, ionotropic
and subcortical neuromodulatory ones, are severed due to
the slice preparation. Pure activation of the presynaptic
release machinery using α-latrotoxin or pardaxin is inef-
fective in providing INA, indicating that the lack of
ionotropic input is not the main reason for the silent state
in slice preparations. Proper subthreshold activity is not
sufficient to push Vm to threshold as long as cells stay
locked in an unphysiological hyperpolarization. Our find-
ings suggest that the in vitro slice preparation mainly lacks
subcortical neuromodulatory input providing depolariza-
tion. Restoring this input is sufficient for the generation of
INA.

Synaptic and somatodendritic integration in layer 5
pyramidal cells under increased network activity

The apical dendrite of layer 5 pyramidal cells of the
somatosensory cortex is actively taking part in the
integration of synaptic input. Generation of calcium action
potentials in the distal dendrite is regulated by synaptic and
intrinsic conductances. Inhibitory synaptic drive via GABA
receptors impairs the initiation of dendritic calcium events

(veto effect [39]). Dendritic calcium spikes may result from
the interaction of sensory and associative signals [27]. In
addition, resting conductances like Ih [5, 7] and GIRK [55]
separate somatic and dendritic initiation zones electroton-
ically. The effectiveness of boosting and dampening
conductances is dramatically influenced by changes in the
actual membrane potential and in the passive membrane
properties. Unfortunately, the knowledge about the inter-
actions in the dendrite primarily derives from recordings in
untreated slices where passive membrane properties are
altered. In vivo, dendrites of layer 2/3 and layer 5
pyramidal cells are able to generate so-called complex
action potentials [19, 26, 53, 58], which seem to be the
correlate of calcium events observed in vitro. There is,
however, not a one-to-one relationship between dendritic
calcium event and somatic action potential burst [19]. Such
observations cannot be addressed in detail due to the
limitations of in vivo experiments. Therefore, it is highly
desirable to study dendritic phenomena under well-man-
ageable conditions with INA.

Here, we show that distal extracellular stimulation under
INA is dominated by disynaptic inhibition, which dramat-
ically curtails the evoked EPSP. This strengthened inhibi-
tion is primarily due to an increased driving force for
chloride, while the driving force for the cationic glutama-
tergic conductance is diminished. At lower stimulation
intensity (100 μA), the size of the EPSPs is almost the same
under INA and control (Fig. 7d). Thus, it seems unlikely
that there is an additional direct effect of INA on the release
probability of excitatory synapses. The depolarized con-
ditions in vivo may therefore result in a comparably
pronounced inhibitory action. The overall control of
inhibitory synaptic conductances over excitatory ones is
expected to be strengthened (see Schiller et al. [42]), as well
as thalamocortical feedforward inhibition [52] and, in
particular, the dendritic veto effect [27]. Therefore, we
studied the changes in dendritic excitability under INA.
Compared to standard in vitro conditions, we find a strong
decrease in the frequency of somatic action potentials
critical for the induction of dendritic calcium action
potentials and an increase of the amplitude of the dendritic
calcium response. In contrast to the effect of GABAergic
synaptic inhibition, this facilitation is not compensated by
somatic hyperpolarizing DC current injection. Thus, it does
not seem to be a depolarization of the dendritic initiation
zone that decreases the critical frequency but a modulation
of the input resistance and membrane time constant.
Alternatively, an insufficient space-clamp of the dendritic
initiation zone may cause the failure to prevent dendritic
calcium action potentials (but see Berger et al. [7]). Our
data suggest that blocking dendritic GIRK channels with
carbachol or barium prolongs the membrane time constant
of dendrites and thereby facilitates dendritic electrogenesis.
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Activation of persistent sodium currents via serotonin may
ease action potential backpropagation and further favor
calcium spikes [43, 51]. In spite of the facilitated dendritic
excitability, boosted disynaptic inhibition is strong enough
to prevent calcium spikes. These experiments show that, in
the somatosensory cortex, the veto effect first described in
vitro [27] is present under INA levels.
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When sensory information reaches the brain it has already been processed on its way from the 

sensory receptor via relay neurons to the primary sensory area in the cortex related to the 

sensory system. To capture the full mechanisms of information processing in the brain, it would 

be very useful to know in which form the information is encoded at the point in time when the 

cortex becomes involved. However, neuronal activity at this stage, distributed over axons from 

the last subcortical station to the cortex, is not accessible in vivo. The second publication to 

which I contributed describes for the first time an in vitro preparation of a complete mammalian 

sensory system, the olfactory system. The preparation includes the full sensory pathway of a 

postnatal mouse, i.e. the olfactory epithelium, the olfactory bulb, and the olfactory cortex. The 

olfactory epithelium which contains the sensory receptors is disrupted from the olfactory bulb 

during the initial slicing. Therefore the system has to be grown in a slice culture. The olfactory 

epithelium reestablishes its axonal connectivity to the olfactory bulb over culturing time, guided 

by intrinsic growth factors. Olfactory bulb and olfactory cortex, in contrast, are obtained in a 

common single slice preparation and therefore their mutual connections are preserved from the 

beginning. According to immunohistochemical staining, the olfactory epithelium has re-

innervated the olfactory bulb and its axons find their way to their postsynaptic partners, the 

mitral cells in the bulb, after 3 weeks of co-culturing. Now the olfactory pathway is available for 

studies in vitro with maximum accessibility. By means of artificial electrical stimulation and 

calcium-sensitive dye imaging we show that excitatory neuronal connectivity is intact between 

the olfactory epithelium and the olfactory bulb as well as between the olfactory bulb and the 

olfactory cortex. An outlook of this project for the future is to improve the system further so 

that odorants as natural stimuli could be used and to describe in detail the resulting activity 

patterns in the olfactory bulb and in the cortex. As a culture system, this preparation is limited 

in terms of equivalency to the anatomical structure in vivo. However, basic mechanisms of 

information processing in the olfactory network should be much easier to study with single cell 

resolution in this preparation than in vivo. 
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REASSEMBLING A SYSTEM FROM THE SENSOR TO CEREBRAL
REPRESENTATION: THE OLFACTORY SYSTEM IN VITRO

F. MARKOPOULOS,a1 F. B. NEUBAUER,b T. BERGERb2

AND A. L. SCOTTIa3*
aInstitute of Anatomy, CH3012 Bern, Switzerland
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Abstract—An odorant’s code is represented by activity in a
dispersed ensemble of olfactory sensory neurons in the nose,
activation of a specific combination of groups of mitral cells in
the olfactory bulb and is considered to be mapped at divergent
locations in the olfactory cortex. We present here an in vitro
model of the mammalian olfactory system developed to gain
easy access to all stations of the olfactory pathway. Mouse
olfactory epithelial explants are cocultured with a brain slice
that includes the olfactory bulb and olfactory cortex areas and
maintains the central olfactory pathway intact and functional.
Organotypicity of bulb and cortex is preserved and mitral cell
axons can be traced to their target areas. Calcium imaging
shows propagation of mitral cell activity to the piriform cortex.
Long term coculturing with postnatal olfactory epithelial ex-
plants restores the peripheral olfactory pathway. Olfactory re-
ceptor neurons renew and progressively acquire a mature phe-
notype. Axons of olfactory receptor neurons grow out of the
explant and rewire into the olfactory bulb. The extent of rein-
nervation exhibits features of a postlesion recovery. Functional
imaging confirms the recovery of part of the peripheral olfactory
pathway and shows that activity elicited in olfactory receptor
neurons or the olfactory nerves is synaptically propagated into
olfactory cortex areas. This model is the first attempt to reas-
semble a sensory system in culture, from the peripheral sensor
to the site of cortical representation. It will increase our knowl-
edge on how neuronal circuits in the central olfactory areas
integrate sensory input and counterbalance damage. © 2008
IBRO. Published by Elsevier Ltd. All rights reserved.

Key words: calretinin, GAP43, OMP, Oregon Green-BAPTA,
Reelin.

The olfactory system recognizes, discriminates and elab-
orates volatile chemicals in our environment. Odorant mol-
ecules are detected in the nose by the specialized receptor
neurons of the olfactory epithelium (OE) located in the roof
of each nostril. Olfactory receptor neurons (ORNs) trans-
duce the chemical signals into electrical signals that are
conveyed by their axons through the ethmoidal cribriform
plate in the anterior skull base to the olfactory bulbs. The
principal neurons of the main olfactory bulb (MOB), the
mitral cells, send their axons through the lateral olfactory
tract (LOT) to target the piriform cortex (Pir), the primary
olfactory cortex. Both the LOT and the Pir extend along the
most anterior basal portion of the forebrain (Shipley et al.,
2004).

An odorant’s code is represented by activity in a dis-
persed ensemble of ORNs in the nose and by activation of
a specific combination of glomeruli in the MOB. The high
degree of convergence in the MOB allows the amplification
of many weak signals, optimizing sensitivity to the gener-
ally low concentrations of odorants. Intrabulbar circuits
involving two main classes of interneurons, periglomerular
and granule cells, provide additional processing of olfac-
tory inputs. Compared with the large amount of data avail-
able on ORN function and on the activity of the MOB
network (Lledo et al., 2005), studies focusing on the pri-
mary olfactory cortex are less numerous, due to the diffi-
culty to access this ventrally located region in vivo. Thus,
knowledge on the cortical representation of odors and on
the network characteristics of the primary and associa-
tional olfactory cortical areas remains incomplete. There is
recent evidence that input from one particular odorant
receptor is mapped at divergent locations in the cortex and
that different odorant receptors are represented in over-
lapping cortical areas (Zou et al., 2005). Brain slices that
include olfactory cortical areas are used for in vitro elec-
trophysiological and imaging studies and have provided
valuable information on the network and cellular properties
of these regions. These preparations, however, generally
disrupt the peripheral olfactory pathway and rarely pre-
serve the MOB (Litaudon et al., 1997; Demir et al., 2001;
Balu et al., 2007). Whole brain preparations including the
MOB and the Pir and perfused through the vessels are
used for functional investigations (Uva et al., 2006) and
have been recently further improved to maintain both the
peripheral and central olfactory pathway (Ishikawa et al.,
2007). This approach facilitates access to the LOT and the
Pir that line the base of the skull and respects at the same
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time the integrity of this sensory system. Nevertheless,
it remains technically demanding and limited to acute
studies.

The mammalian olfactory system is also a very valu-
able model for the investigation of neuronal regeneration
and axonal growth in its peripheral part. In fact, ORNs are
short-lived cells periodically replaced by stem cells located
in the basal layer of the OE (Weiler and Farbman, 1997;
Beites et al., 2005; Mombaerts, 2006). After damage to the
OE or transection of the olfactory nerves the ORNs recon-
stitutes, the axons regrow, eventually reinnervating the
olfactory bulb. Such repair potential compensates for the
extremely exposed location of olfactory sensory neurons
cell bodies within the nasal cavities (Graziadei and Gra-
ziadei, 1979; Graziadei and Monti Graziadei, 1980). Affer-
ent sensory input determines numerous properties of tar-
get CNS neurons. As known for other sensory systems
(Kupfer and Palmer, 1964; Born and Rubel, 1985), cellular
phenotypes in the MOB are profoundly altered following
olfactory deafferentation and functional recovery following
reinnervation is partial (Schwob et al., 1999; Christensen
et al., 2001; Schwob, 2005; Mombaerts, 2006). Numerous
subtle changes are also observed in the MOB in response
to sensory deprivation, not solely during the critical post-
natal period of input dependent maturation (Liu et al.,
1999; Matsutani and Yamamoto, 2000; Couper Leo and
Brunjes, 2003) but also in the adult animal (Hamilton et al.,
2008). There is general belief that both sensory deprivation
and denervation must also secondarily affect the synaptic
landscape of those olfactory cortex regions receiving a
direct MOB input. Knowledge on local adjustments of neu-
rochemical characteristics and on the extent of synaptic
remodeling in these regions in response to altered sensory
input is growing but still limited, due to methodological and
technical constraints (Best and Wilson, 2003; Franks and
Isaacson, 2005; Kim et al., 2006).

We present here an in vitro model of the mammalian
olfactory system developed to gain easy access to all
stations of the olfactory pathway. The in vitro transfer of the

olfactory system consists in coculturing olfactory epithelial
explants with a brain slice that includes the MOB and
olfactory cortex areas. We provide evidence for the main-
tenance of the central olfactory pathway in this slice culture
and show that the peripheral olfactory pathway reconsti-
tutes and recovers function over a prolonged time in co-
culture. This coculture approach represents the first at-
tempt to completely restore a sensory system. It makes
possible to investigate how neuronal circuits in the MOB
and the olfactory cortex integrate sensory input and adapt
to degenerative change and repair damage in a culture
environment.

EXPERIMENTAL PROCEDURES

Animals

Balb/c mice (n�70) were provided by the central animal facilities
of the University of Bern. Olfactory marker protein-green fluores-
cent protein (OMP-GFP) mice (n�7) provided by Dr. Strotmann
(University of Hohenheim, Germany), were used for additional
experiments (Potter et al., 2001) and their breeding was per-
formed by mating homozygous animals. Mice were kept on a 24 h
day-night cycle with free access to food and water. All experi-
ments were performed in accordance with the Swiss animal pro-
tection laws and with formal approval of the cantonal review board
on animal experiments. All experiments conformed to international
guidelines on the ethical use of animals. Efforts were made to
minimize the number of animals used and their suffering.

Cultures

The slices and tissue explants were cultured at the air–liquid
interface on hydrophilized PTFE membrane of 0.4 �m pore size
(Millicel-CM of 4.5 mm frame height, Millipore, MA, USA). Tissues
were maintained in 100% humidity in air with 5% CO2, at 37 °C for
1–3 weeks.

Preparation of the olfactory brain slice (OB slice). Mice from
postnatal days 5 to 7 (P5-7) were killed by decapitation and the
brain was rapidly dissected out of the skull and placed in a culture
dish filled with cooled dissection medium (4 °C). Tissue dissection
and sectioning were carried out under sterile conditions. The two
hemispheres were cut apart along the midsaggital plane and

Fig. 1. Preparation of the OB slice. The reorientation approach consists in sliding down the olfactory bulb toward the ventral surface of the brain
hemisphere and tilting the brain hemisphere laterally along the rostrocaudal axis. The intact olfactory bulb is first aligned to a horizontal plane at about
�5 mm from bregma by a cut through the dorsal forebrain (A, B). The trimmed hemisphere is then tilted laterally relative to the rostrocaudal axis (C,
D) and the surface (red dotted line in B, C and E) is glued on a 15° socket. Sectioning as indicated by the red arrow in E, yields two slices (400 �m
thick, F), that include the MOB, the LOT and the Pir. Black dotted lines on the hemisphere drawing in B mark the rhinal fissure (rf) and the border
between the APir and PPir. Drawings are not scaled.
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treated independently. The olfactory bulb was gently pulled down
from dorsal to ventral (Fig. 1A) to the level of the LOT and of the
Pir. The dorsal forebrain was trimmed away 5 mm above the rhinal
fissure to obtain a plane surface (Fig. 1B) that was glued on a
socket tilted 15° from the horizontal plane (Fig. 1C–E). Serial
400 �m thick sections were cut with a vibrating microtome (HM
650 V, Microm, Germany) starting from the ventral surface of the
brain. Among the four to five slices obtained from each tissue
block, only two presented the MOB, the LOT and the Pir aligned,
the limiting factor being the thickness of the LOT (see Results
section for details). Sections were immediately transferred onto a
Millicel-CM insert flooded with dissection medium. The medium
was gently removed to let the slices lie on the membrane and the
insert was then placed in a culture dish (30 mm) filled with 1 ml of
equilibrated culture medium and placed in the incubator.

Preparation of OE explants. P5-7 mice were killed by de-
capitation. After skin removal, the heads were placed under the
stereomicroscope, cut approximately midsaggitally and the nasal
septum was removed to reveal the turbinates. The olfactory mu-
cosa covering the ethmoturbinate was carefully peeled off the
cartilage, transferred to a culture dish filled with cooled dissection
medium and further trimmed into small 2 mm�1 mm fragments.
For cultures of the isolated OE, four to six explants were then
transferred to a Millicel-CM insert. For coculturing, two OE ex-
plants were placed in front of the MOB of the OB slice at a
distance of 0.5–1 mm. Preparation of OE explants for the cocul-
tures always occurred on the same day as the brain slice prepa-
ration. Plating of the explants followed maximal 2 h after the
plating of the brain slices.

Culture method and media composition. The dissection
medium consisted of minimal essential medium (MEM with Hanks’
salts and Hepes, without NaHCO3; Applichem, Darmstadt, Ger-
many) with 5.5 mM D-glucose at pH 7.3. The culture medium (pH
7.35) consisted of 25% MEM, 25% basal medium Eagle (BME
with Earle’s salts, GIBCO, Scotland, UK), 25% heat inactivated
normal horse serum (NHS, GIBCO) adjusted to a final concentra-
tion of D-glucose of 7.5 mM. Both media were supplemented with
2 mM Glutamax I (GIBCO) and 1000 U/ml streptomycin and
1000 �g/ml penicillin (GIBCO). About 50% of the culture media
volume was changed three times per week.

Fixation of cultures. Cultures (days in vitro (DIV) 2 to
DIV5�24, DIV7�112, DIV10�22, DIV12 to DIV14�26, DIV18 to
DIV21�14) were first washed with 0.013 M phosphate buffer
saline (PBS) pH 7.4 and then fixed with 4% paraformaldehyde in
PBS, at 4 °C and left in fixative overnight. Fixation was performed
on the Millicell-CM inserts, leaving the tissues adhered on the
membrane. After fixation, each membrane was cut out of the
insert frame, trimmed and the membrane/tissue ensemble was
treated as one unit (Gong et al., 1996).

Tracing experimemts. To trace mitral cell projections to the
olfactory cortex, 1,1=-dioctadecyl-3,3,3=,3=-tetramethylindocarbo-
cyanine perchlorate (DiI) carbocyanine crystals (Molecular
Probes, Leiden, Netherlands) were placed along the mitral cell
layer of DIV2 cocultures under stereomicroscopic control. The
living cocultures were then observed under the fluorescence mi-
croscope to follow up tracing progress, fixed at DIV7, and
mounted on slides to collect further images. Alternatively, DiI
tracing was performed on cultures fixed at DIV7. After application
of the crystals, the samples were kept in 2% PFA, in a humidified
chamber, for 3–4 weeks.

Proliferation and differentiation essays. For bromo-deoxy-
uridine (BrdU) pulse-labeling, tissues were incubated with culture
medium containing 10 mM BrdU (Sigma-Aldrich, Schnelldorf, Ger-
many) for 48 h, either from DIV2 to DIV4 or from DIV5 to DIV7.
Then the cultures were either rinsed and immediately fixed or

subjected to two changes of 1 h each with fresh culture medium,
to wash out the BrdU, and were cultured for further 7–14 days.

Morphological analysis

Balb/c mice aged P5 to P7 (n�3) were deeply anesthetized by i.p.
injection (100 �l/100 g body weight) of prequillan (0.5 mg/ml),
xylapan (5 mg/ml) and narketan (50 mg/ml) and transcardially
perfused with 4% paraformaldehyde in 0.1 M phosphate buffer,
pH 7.4. Brains were left in the same fixative overnight (4 °C), then
trimmed and oriented as described (Fig. 1) on the tilted socket.
Serial (40 �m thick) sections were obtained with the vibrating
microtome, mounted on slides and further processed for histology
to essay the cellular architecture of the Pir and confirm the orien-
tation of LOT fibers at this postnatal age. In addition, 400 �m thick
OB slices, sectioned from unfixed brains, were immersion fixed for
48 h and processed for DiI tracing as described in the previous
section.

Immunocytochemistry. All steps were conducted at room
temperature on fixed, free floating culture samples or brain sec-
tions unless otherwise stated. PBS was used for dilutions and
rinses between incubation steps. A tissue permeabilization step
with 0.4% Triton X-100 (90 min) and a blocking step with 2%
normal goat serum or normal donkey serum (90 min) preceded
overnight incubation of primary antibodies. To facilitate binding of
the antibody against BrdU with its epitope, samples were treated
with 0.2 M HCl for 30 min at 37 °C to denaturate DNA and then
rinsed in 0.1 M sodium borate, pH 8.5 (15 min at room tempera-
ture). Primary antibodies were diluted in 2% normal sera as fol-
lows: mouse anti-Reelin 1:1000 (Chemicon, MA, USA), mouse
anti-calretinin (CR) 1:5000 (Swant, Bellinzona, Switzerland), rab-
bit anti-calbindin 1:5000 (Swant), mouse anti-Smi32 1:100 (Stern-
berger, MD, USA), rabbit anti–growth associated protein 43
(GAP43) 1:1000 (Chemicon), mouse anti PSA-NCAM 1:2000
(Chemicon), guinea-pig anti-doublecortin 1:5000 (Chemicon),
goat anti–olfactory marker protein (OMP) 1:5000 (kindly provided
by F. L. Margolis, University of Maryland, Baltimore, MD, USA),
sheep anti BrdU 1:2000 (Abcam, Chembridgeshire, UK). For sin-
gle labeling, we adopted the biotin streptavidin method. Biotinylil-
conjugated secondary antibodies (Jackson Immunoresearch Eu-
rope, Suffolk, UK) and streptavidin-conjugated horseradish perox-
idase (Vector, CA, USA) were both diluted 1:200, incubated 90
min each and visualized with diaminobenzidine (DAB) and hydro-
gen peroxide. Fluorochrome-conjugated reagents were adopted
for multiple labelings. Rhodamine (TRITC)-conjugated or fluores-
cein (FITC)-conjugated secondary antibodies (Jackson Immu-
noresearch, multiple labeling grade) were diluted 1:100 and ap-
plied for 90 min. For triple labeling, a biotinylil-conjugated second-
ary antibody (1:200) was simultaneously incubated with the
fluorochrome-conjugated ones. Alexa Fluor 633–conjugated
streptavidin diluted 1:200 (Molecular Probes) followed in an addi-
tional incubation step (90 min). Mounted sections and cultured
tissue stained by the DAB method were coverslipped with Kaiser’s
glycerol gelatin (Merck, Darmstadt, Germany). Fluorescently la-
beled sections and cultures were coverslipped with 80% (v/v)
glycerol and 2% paraphenyl diamine in 0.1 M phosphate buffer,
pH 8.6. To avoid squeezing and the related displacement of tissue
elements during coverslipping, the culture samples were embed-
ded within a plastic frame of approximately 300 �m height glued
on the mounting glasses.

Microscopy. Fluorescent samples were viewed with an in-
verted microscope (Axiovert, Zeiss) equipped for epifluorence and
laser scanning microscopy (LSM 510 Meta, Zeiss). Confocal im-
ages were collected as z stacks of min three and max 100 sec-
tions of 1–1.5 �m optical thickness. FITC was excited by the Ar
laser (488 nm) and its emission band filtered between 505 and
530 nm. TRITC was excited by the He–Ne laser (543 nm) and the

F. Markopoulos et al. / Neuroscience 156 (2008) 1048–10631050

61



emission band filtered between 560 and 615 nm. Alexa Fluor 633
was excited by the second He–Ne line (633 nm) and its emission
long pass filtered between 638 and 756 nm. Image processing
was performed with the public domain Java-based Image J soft-
ware and consisted mainly of sigma filtering, � adjustment and of
maximum intensity z projections of consecutive slices. Histological
stains and DAB-reacted sections were examined with light micro-
scopes equipped with standard (Leica) or differential interference
contrast optics (Olympus) and digital cameras (Colorview IIIu,
Olympus). Adobe Photoshop was used to assemble single images
to collages and CorelDRAW was used to assemble images and
collages into figures.

Functional analysis

Calcium imaging was adopted to measure functional activity in the
olfactory system cocultures (DIV7 and DIV19-21). The samples
were transferred to the bath chamber of the imaging microscope
and superfused with artificial cerebrospinal fluid (ACSF) which
was saturated with 95% O2 and 5% CO2 (pH 7.4) and contained
125 mM NaCl, 25 mM NaHCO3, 25 mM glucose, 2.5 mM KCl,
1.25 mM NaH2PO4, 2 mM CaCl2, 1 mM MgCl2. Experiments were
carried out at room temperature. The acetoxymethyl ester form of
the calcium-sensitive dye Oregon Green 488 BAPTA-1 (OGB-1
AM; Molecular Probes) was dissolved, applied and trapped into
the intracellular compartment as previously described (Berger et
al., 2007). Briefly, a pipette with a tip diameter of 16–22 �m was
back-filled with 20 �l OGB-1 AM (400 �M) and connected with
air-filled flexible tubing to a 50 ml syringe. Pressure was manua-
lly applied and the dye was injected at multiple sites into the MOB
and the Pir of OB slices under visual control. In cocultures, we
avoided touching the OE explants with the pipette tip and used the
same device to gently superfuse instead the OE with the dye.
Extracellular stimulation of ORNs was performed with a bipolar
platinum/iridium electrode (type CE2C550; FHC) inserted into the
OE. A train of 20 pulses per stimulation (intensity range 50–
200 �A, duration 400 �s, frequency 100 Hz) was delivered to the
tissue. The resulting changes in fluorescence of OGB-1 reflected
changes of the intracellular calcium concentration. OGB-1 was
excited with a 100 W halogen light source (band pass filter 480–
530 nm, dichroic mirror 505 nm) and its emission collected
through a 535–540 nm band pass. Images were acquired with a
Zeiss Axioskop microscope (4�, 0.13 NA Olympus optics)
equipped with a 80�80 pixel CCD camera (RedShirt NeuroCCD,
RedShirtImaging) running at a frame rate of 500 Hz. Pixel size
was 52�52 �m. The Neuroplex software (RedShirtImaging) was
used for the camera control, data acquisition and data analysis. To
correct for spatial differences in staining intensity, the change of
fluorescence (dF) recorded from each pixel was divided by the
resting light intensity (F0) from the same pixel under fluorescence
excitation when no stimulation was applied. Background fluores-
cence from the specimen in the absence of specific excitation was
subtracted from both resting and stimulated frames, prior to signal
normalization. The resulting response amplitudes were expressed
as dF/F0 in percent. For each stimulation condition, 10 trials were
averaged. A temporal median filter was applied to improve the
signal to noise ratio. For the peak images, a spatial center weight
filter was additionally applied. After imaging, selected cocultures
were fixed and processed for immunocytochemistry as described
above.

RESULTS

A slice preparation that includes the MOB and the
olfactory cortex and preserves mitral cell
axon projections

Our first concern in transferring the olfactory system into
the culture dish was to avoid the coculturing of the isolated

tissue elements (i.e. MOB and Pir) containing the second
order and third order neurons of the olfactory pathway.
Thus, we first developed a brain slice that includes the
MOB and the Pir and preserves the mitral cell axons within
the LOT. It is difficult to obtain the MOB and the Pir on the
same section since they are quite distant from each other
in both the conventional sagittal and horizontal planes.
Horizontal sections cut through the brain tilted to the mid-
line have yielded a slice preparation of the Pir reported to
preserve the connectivity along its rostrocaudal extent.
The MOB, however, is not included in this slice preparation
(Demir et al., 2001). Recently, Balu et al. (2007) have
obtained a horizontal slice including the MOB, the anterior
olfactory nucleus (AON) and a portion of the anterior piri-
form cortex (APir) to investigate the top-down inputs onto
granule cells.

Our reorientation approach combines these two meth-
ods and consists in sliding down the olfactory bulb toward
the ventral surface of the brain and tilting the brain hemi-
sphere laterally along the rostrocaudal axis. As shown in
Fig. 1A–C, the olfactory bulb is left intact and aligned to a
horizontal plane at about �5 mm from bregma by a cut
through the dorsal forebrain (see horizontal section 8,
www.mbl.org/atlas232/; Rosen et al., 2000). However,
sections obtained starting from the ventral surface of the
hemisphere parallel to this horizontal level did not longitu-
dinally cut the LOT through its whole rostrocaudal extent.
Therefore we tilted the trimmed brain hemisphere relative
to the rostrocaudal axis (Fig. 1D–E). We sectioned brains
of juvenile and adults brains with different tilt angles and
processed them for histology to evaluate the orientation of
LOT fibers: a tilt angle of 15° gave the best results and also
allowed us to obtain two slices per hemisphere (not
shown). We confirmed to best preserve the LOT fiber
orientation also in postnatal mice. The first olfactory slice
obtained (OB slice, see Fig. 6) resembles a plain horizontal
section through the olfactory cortical areas at about
�8.5 mm from bregma (horizontal section 14, www.mbl.
org/atlas232/) but rostrally includes a small tangential cut
through the MOB. Fig. 2A–B shows an overview of the
second of the two slices obtained from a P6 brain, as it
appears when immediately fixed after sectioning (Fig. 2A)
or following 1 week of culturing (Fig. 2B). This section level
approximately corresponds to bregma �8 mm (horizontal
section 13, www.mbl.org/atlas232/) and includes the LOT
with the underlying APir, the posterior Pir (PPir) and the
lateral entorhinal cortex (LECx). This section is rostrally
connected to a large and rather symmetrical MOB section
which also presents the medial AON. Note that, in contrast
with the strictly horizontal atlas sections we refer to, the
two OB slice levels were both lacking the olfactory tubercle
because of the tilt. The regions are difficult to recognize in
the cultured section, due to the flattening of the tissue but
can still be distinguished at higher magnification and upon
specific labeling of fiber tracts and neuronal types (Fig. 2D,
F and Fig. 3).

To prove the connectivity between the MOB and the Pir
in such preparation we needed to demonstrate that a large
amount of mitral cell axons can be traced on their course
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through the LOT to the olfactory cortical areas. We
adopted the lipophilic tracer DiI and placed dye crystals on
the olfactory bulb in proximity of the mitral cell bodies (Fig.

2A, B). To compare the amount of fibers present in the
brain slice preparation before plating with those detectable
in culture, OB slices were traced after sectioning (Fig. 2A,

Fig. 2. Mitral cell projections to the Pir are maintained in the OB slice. (A, B) Overview of the second of the two slices obtained from a P6 brain as
it appears when immediately fixed after sectioning (A) or after 1 week in culture (B). This section level approximately corresponds to bregma �8 mm
(see Results) and includes the LOT (arrows) with the underlying APir, the PPir and the LECx. Such section is connected to a MOB section and also
includes the medial AON. The outline of the cultured section (dashed lines in B) and borders between regions (arrowheads and stippled lines) are less
distinguishable at low magnification, due to the flattening of the tissue (B). White asterisks indicate the application site of DiI crystals. Ac: anterior
commissure; Acb, accumbens; CPu: caudate putamen; HF: hippocampal formation. (C) Collage reconstruction of the frame in A. DiI fluorescence can
be recognized in numerous bundles of fibers coursing within the LOT of the OB slice. Fibers are oriented parallel to the plane of the section and can
be followed for long stretches in rostrocaudal direction (arrowheads). Fluorescence becomes less intense with increasing distance from the MOB
(boxed area) but can still be distinguished in fibers at further magnification (arrowheads in E). (D) Collage reconstruction of the frame in B. No major
changes are detected when the tracing experiment is carried out after 1 week of culturing. The fibers appear slightly less bundled but are oriented
longitudinally and quite abundant. Pale fluorescence in the caudal part of the LOT (boxed area) is clearly recognizable as axon bundles when observed
at higher magnification in (arrowheads in F). (G–I) Calcium imaging to study the function of the central olfactory pathway. (G) Bright field image of a
DIV7 OB slice. The white circle indicates the position of the stimulating electrode in the MOB. (H, I) Epifluorescence calcium imaging. Activity is color
coded whereby a larger increase in the intracellular calcium is coded in red. (H) Stimulation of the caudal and lateral mitral cell layer causes a rise
in the intracellular calcium locally at the electrode position (black dot) and also caudally in the APir and PPir. Additional activation occurs in the MOB
anterior to the stimulation site Activation maximum corresponds to dF/F0 (%)�8.02. (I) Blockage of glutamatergic receptors by bath application of
CNQX and AP5 prevents postsynaptic calcium increases and isolates the presynaptic component of the imaged activity at the site of stimulation (black
dot). Note the discrete CNQX and AP5 insensitive area in the APir. Scale bars�1 mm (A, B); 100 �m (C, D); 25 �m (E, F); 1 mm (G–I).
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C, E) and 1 week of culturing (Fig. 2B, D, F). Numerous
fibers course through the deep layers of the MOB (not
shown) and bundle into a fiber tract at the border between
the MOB and the APir. Fibers are oriented parallel to the
plane of the section and can be followed for long stretches
in rostrocaudal direction (Fig. 2C, E). No major changes
are detected after 1 week of culturing: the fibers appear
slightly less bundled at the border between the MOB and
the olfactory cortex but are oriented longitudinally and
quite abundant over the APir (Fig. 2D, F). The higher
fluorescence intensity observed in the cultured specimen
may rather depend on the thickness differences between
the two tissues and the related variance in the diffusion
of the dye along the membranes than on a real increase in
the amount of fibers with culturing.

We adopted the calcium imaging technique to provide
evidence that the central olfactory pathway is functional in
the OB slice preparation. We studied the extent of trig-
gered activity in the Pir in response to a direct stimulation
of the mitral layer of the MOB. Fig. 2G shows an OB slice
cultured for DIV7 with the stimulating electrode positioned
in the caudal and lateral part of the mitral cell layer. The
rise in intracellular calcium that reflects the stimulus
evoked depolarization occurs locally, at the electrode po-
sition, and extends caudally to the APir and PPir (Fig. 2H).
The calcium response triggered in the Pir is to a large
extent synaptically mediated, since it disappears upon
pharmacological blockade of glutamatergic receptors of
the AMPA and N-methyl-D-aspartic acid (NMDA) type by
bath application of 6-cyano-7-nitroquinoxaline-2,3-dione

Fig. 3. Organotypicity is preserved in the MOB and Pir areas of the OB slice. (A–E) At DIV7, Reelin labeling in the MOB (A) is limited to two bands
of cells alternating with pale regions. The superficial cell band resembles the glomerular layer (GL) and includes Reelin positive cells of different size
and labeling intensity (A, B). The deeper cell band (A) consists of one or two rows of large neurons which appear as mitral cells at larger magnification
(B). (C) CR immunoreactivity is dense within the glomerular layer of the DIV7 MOB. In addition, loosely scattered CR containing neurons appear in
the granule cell layer (GCL, compare with A). The CR content in mitral cell bodies is variable at this age in culture and therefore the mitral cell layer
(MCL) is difficult to distinguish (compare with Fig. 7D). (D) A subset of mitral cells labeled with Smi32 in the MOB of a P8 mouse. (E1–E2) Smi32
expression is maintained in the cultured MOB and allows us to visualize the orientation of the dendrites of mitral (asterisks) and tufted cells (dots). EPL:
external plexiform layer. (F–L) Characteristics of Pir areas in an OB slice cultured for 1 week. In the Apir, numerous interneurons scattered throughout
layers 1 (I) to 3 (III) contain Reelin (F–G). (H) Smi32 distributes in a group of second layer (II) interneurons in the PPir of a P7 mouse. (I) Smi32
expression is also maintained in this region upon culturing. Apical dendrites of labeled interneurons stretch and eventually ramify into the molecular
layer of the APir. (J–L) Reelin distributes in interneurons also throughout the PPir (J). In addition, it is particularly abundant within the cell band of layer
2 (II, K). Smi32-labeled dendrites are numerous and vertically oriented in this area (L). En: endopiriform nucleus; HF CA1: hippocampal formation, field
CA1. Dashed lines mark borders between layers. Scale bars�100 �m (A, C); 50 �m (B, D, E, G–I, K, L); 200 �m (F, J).
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Fig. 4. Axons regrow from the OE onto the OB slice. (A) Overview of a DIV7 coculture. The borders of the explanted OE and of the OB slice with the Millipore
membrane are marked by dashed lines. Tissue bridges (arrows) connecting the two cocultured regions are visible at this magnification and with bright field optics.
For further abbreviations see Fig. 2. (B–D) Higher magnification of the growth zone between the OE explant and the MOB in another DIV7 coculture double labeled
with antibodies recognizing the ORN markers GAP43 (red label) and OMP (green label). Three irregularly shaped spots of immunoreactivity can be seen in the OE
on the overlay image (arrowheads and frame in B). One of these spots mostly contains OMP (B, D). The other two zones exhibit both markers, though to a different
extent (C, D). Note the discrepancy between the scarce OMP content of the tissue bridges (arrows) and the abundant OMP labeling on the MOB (B–D). (E–G) Detail
of the frame on the OE in B–D. The higher magnification reveals the immunoreactive zone as a cluster of ORNs. Most ORNs express GAP43 and a large subset
contains both markers (asterisks). Note that OMP distributes in both the nucleus and the cytoplasm of these neurons. Dots mark neurons that only contain GAP43.
Note that the axon bundles leaving the ORN cluster (arrows) are more intensely labeled with GAP43. (H) Detail of a DIV12 cluster of ORNs reacted with antibodies
against BrdU and GAP43. BrdU-labeled nuclei belong to cells which underwent mitosis between 5 and 7 DIV. Asterisk marks a 5–7 day old cell expressing GAP43.
(I) Detail of a 21 DIV cluster of ORNs double labeled for BrdU and OMP. The BrdU-labeled nuclei belong to 17–19 day old cells that more often express OMP at
this age (asterisk). (J) Overview of a representative OE explant dissected from postnatal mice (P5–P8), cultured alone for DIV7 and double labeled for GAP43 and
OMP. Discrete clusters of ORNs can be visualized (arrowheads) but the characteristic outgrowth of processes outside the tissue border (dashed lines) is lacking.
Axon bundles, when detectable, remain within the tissue (arrows). (K) MOB of a cocultured OB slice at DIV7. Detail of the border zone between the olfactory nerve
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(CNQX) and 2-amino-5-phosphonovaleric acid (AP5). Lo-
cal presynaptic activity at the stimulation site is not affected
by these drugs. These results confirm the presence of
largely intact mitral cell projections to the target olfactory
areas. Additional activity which is insensitive to CNQX and
AP5 is often observed (Fig. 2H, I) and may reflect a dis-
crete retrograde activation of fibers originating in the Pir.

Thus, we can make use of a slice preparation that
includes the olfactory bulb and the olfactory cortex and
preserves great part of the mitral cell projections to the
olfactory cortex also if cultured.

We carried out additional morphological characteriza-
tion of the OB slice to ensure that principal neurons, inter-
neurons and the layering of the MOB and Pir are main-
tained in culture. Fig. 3A–C shows details of the MOB in
OB slices cultured for 1 week. Reelin immunocytochemis-
try was used to evaluate the layering of this region. Reelin
is known to distribute in the cell bodies of mitral and tufted
cell and is also abundant in superficial short axon inter-
neurons located at the inner border of the glomerular layer.
Moreover, Reelin is faintly expressed in periglomerular
neurons and is absent from granule interneurons in mice
(Alcantara et al., 1998; Ramos-Moreno et al., 2006; Herr-
mann et al., 2007). In the MOB of cultured OB slices,
Reelin labeling is limited to two bands of cells alternating
with pale regions. The superficial cell band resembles the
glomerular layer and includes Reelin positive cells of dif-
ferent size and labeling intensity, the most intensely la-
beled ones being those located at its inner border (Fig.
3A). The deeper cell band is thinner, consisting of one or
two rows of large neurons which appear as mitral cell at
larger magnification (Fig. 3A, B). Taken together the Reelin
labeling corresponded to the distribution of Reelin mRNA
in the olfactory bulb of 1-week-old mice described by Al-
cantara et al. (1998). To visualize more interneurons and
the mitral cells we adopted an antibody against the calcium
binding protein CR (Wouterlood and Hrtig, 1995). CR is
known to be expressed in numerous periglomerular neu-
rons and also in a subset of granule neurons located within
the superficial half of the granule cell layer (Herrmann et
al., 2007). CR immunoreactivity is dense within the glo-
merular layer of the DIV7 MOB, as observed for Reelin. In
addition, loosely scattered positive neurons appear in the
granule cell layer (Fig. 3C). The CR content in mitral cell
bodies is variable and difficult to distinguish in the MOB at
this age in culture. It can be recognized, though, in few cell
bodies at higher magnification (not shown for DIV7, but
see Fig. 7D). To better visualize mitral cells we adopted the
antibody Smi32 that recognizes nonphosphorylated high-
molecular-weight neurofilaments. Compared with other cy-
toskeleton markers which label neuronal cell bodies and
their processes, we preferred Smi32 because it is distrib-
uted in distinct subsets of neurons throughout the brain

(Lopez-Picon et al., 2003) and selectively labels a subset
of mitral cells in the MOB (Fig. 3D). Smi32 containing mitral
and tufted cells are also well visible in the cultured MOB.
Their dendritic processes appear properly oriented and
extend toward the superficial layers of the MOB (Fig. 3E).

Reelin and Smi32 were also used to essay the orga-
notypicity of the olfactory cortical areas in the cultured OB
slice. The Pir areas exhibit particularly high levels of Reelin
that distributes in numerous interneurons and principal
neurons (Ramos-Moreno et al., 2006). Such characteristic
distribution pattern is well maintained in vitro (Fig. 3F–G,
J–K). In the APir, Reelin is expressed in numerous inter-
neurons scattered throughout the layers (Fig. 3F–G). Smi
32 is present in a heterogeneous subset of interneurons of
the second layer and of the pyramidal layer (third layer) in
the APir (Fig. 3H) and PPir of 1-week-old mice (not shown)
and seems to maintain its distribution pattern in vitro. While
Reelin distribution is limited to the neuronal cell body, the
Smi32 labeling reveals the orientation of the dendrites of
these neurons: some course horizontally or to deeper lay-
ers and other dendrites stretch and eventually ramify into
the molecular layer of the APir (Fig. 3I). Fig. 3J–L illus-
trates the distribution of Reelin and Smi32 in the PPir,
cultured for about 1 week. Reelin containing neurons are
abundant in the superficial molecular layer and in the cell
band in layer 2 of the PPir (Fig. 3J–K) and less numerous
in the deeper layers. Smi32 containing dendrites are more
numerous and more regularly vertically oriented in this
area (Fig. 3L).

We can thus conclude that the layering and the char-
acteristic neuronal populations of both the olfactory bulb
and of the Pir in the OB slice are maintained under our
culture conditions.

The peripheral olfactory pathway in vitro: renewal
and differentiation of ORNs and reinnervation
pattern of the MOB

As a next step we cocultured the new OB slice preparation
with the OE to restore in vitro the peripheral olfactory
pathway. We dissected fragments of the olfactory mucosa
from mice (P5–P7) and plated one or two OE explants in
front of the MOB. The gap between the OE and the target
tissue varied between 0.5 and 1 mm. Tiny tissue bridges
generally appear between the OE explants and the MOB
within DIV3 and seem to connect the two tissues by DIV7.
Since the tissue processes can be well recognized at low
magnification and with simple optics, their growth can be
easily followed up at regular intervals e.g. during the me-
dium changes (Fig. 4A). While small appendices attaching
to the substrate grow on the whole circumference of the
OE explants, tissue bridges are notably observed only in
the gap between the OE and the MOB.

layer and the glomerular layer corresponding to the frame in D. OMP immunoreactive axon terminals distribute in a glomerular-shaped fashion (arrowhead). (L, M)
The same zone as it appears if the OB slice is cultured isolated for DIV7 (L) and DIV14 (M), respectively. The tissue is from a P6 OMP-GFP mouse. The green
fluorescence reflects GFP expression under the OMP promoter. Intrinsic GFP fluorescence labels olfactory axon terminals and is maintained in the deafferented
glomeruli (arrowheads) for about 1 week (L). Complete resorbtion of olfactory axon terminals that were lesioned during dissection is accomplished by DIV14 (M).
Scale bars�1 mm (A); 200 �m (B–D, J); 20 �m (E–I); 50 �m (K–M).
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Fig. 4B–D shows a higher magnification of the growth
zone between OE explant and MOB in a coculture double
labeled with antibodies recognizing the GAP43 and the
OMP. GAP43 is a cytosolic protein kinase C substrate that
is anchored to the cell membrane and regulates the actin
cytoskeleton. GAP43 is abundantly expressed in growing
axons of the peripheral and CNS during development,
maintained in selected brain structures in the adult and
reinduced during nerve regeneration. It is expressed in
differentiating ORNs and their growing axons within the
olfactory mucosa. OMP instead is highly restricted to ma-
ture olfactory neurons in all vertebrates from amphibians to

humans (Margolis et al., 1991). At DIV7 the two markers
appear differently distributed within the OE explant and the
tissue bridges. In contrast, their distribution over the su-
perficial layer of the MOB is quite similar (Fig. 4B–D).
Partially overlapping, dense GAP43 and OMP immunore-
active spots of irregular shape can be distinguished at low
magnification in the OE explants. Zooming in allows to
identify these discretely distributed immunoreactive zones
as clusters of cells (Fig. 4B–G). At DIV7 the majority of
cells within the clusters express GAP43 and a large subset
contains both GAP43 and OMP. The OMP labeling is
always well visible, being distributed in both the nucleus

Fig. 5. Long term culturing. Maturation of OMP expression and termination pattern of ORNs axons within the MOB of DIV 21 cocultures. (A–C)
Overview of DIV21 cocultures labeled for GAP43 and OMP. The relative expression of the two markers has changed: in the OE, clusters of ORNs
(arrowheads) exhibit dense OMP labeling at this age in culture. The OE explant and MOB often attach to each other with long term culturing, so that
the borders (dashed lines) and the axon connections between the tissues cannot be discerned. Within the MOB, OMP-labeled fibers are concentrated
to discrete superficial regions (arrowheads) and show little overlap with the strong and homogeneous GAP43 immunoreactivity. Note that the
termination pattern of putative ORN axons is not clustered into glomerular like structures 1 week after resorbtion of the lesioned terminal arborizations
(see also Fig. 4K–M). (D–F) Detail of a cluster of ORNs in an OE explant cocultured for 20 DIV and stained for GAP43 and OMP. The majority of the
ORNs are OMP immunoreactive (asterisks). GAP43 is almost absent from the cell body of ORNs (dots) but it is still present in part of the outgrowing
axon bundles (arrowsheads), where it largely colocalize with OMP. (G–K) Termination pattern of OMP-labeled ORN axons within the depths of the
MOB. (G–I) Z projection of stacks of eight consecutive images of ca 1.5 �m optical thickness immunolabeled for OMP and smi32. Numerous axons
(arrowheads) leave the dense OMP-labeled outermost superficial zone of the MOB (G) to course through the deeper layer amid smi32 positive
structures. Asterisks mark cell bodies of putative mitral cells (H and I). (H, I) OMP-labeled fibers and puncta appear numerous in proximity of dendrites
of smi32-labeled mitral cells. (J, K) Single optical slice images corresponding to the boxed areas in H and I, respectively, showing details of mitral cell
dendrites crossed by OMP labeled ORN axons carrying varicosities (arrowheads). Scale bars�100 �m (A–C); 40 �m (D–F); 50 �m (G); 20 �m (H,
I); 5 �m (J, K).
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and the cytoplasm of these cells (Fig. 4E–G). Cell clusters
exhibiting an intense OMP signal and a rather faint cyto-
plasmic GAP43 content were rare in DIV7 cocultured OE
explants (Fig. 4B–D). At this age in vitro we regularly
observe GAP43 immunoreactive, axon-like processes
originating from cells within the clusters and converging
into bundles within the tissue bridges which connect the
OE with the MOB of the OB slice. The OMP immunoreac-
tivity instead, though strong within the cell bodies, is less
intense within the axon-like processes and discontinuous
along the fiber bundles of the tissue bridges (Fig. 4C–D).
Both clusters and fiber bundles are also labeled by anti-
bodies recognizing the polysialylated neuronal cell adhe-
sion protein or doublecortin (not shown). These proteins
are also known as alternative markers for maturing neu-
rons (von Bohlen und Halbach, 2007).

Based on their homogeneous phenotype, the regular
presence of processes and considering the variable ex-
pression of OMP, GAP43 and other typical markers we
thus conclude that islands of ORNs are scattered over the
OE explant and start to make connections with the MOB
under our culture conditions.

A prerequisite for long term survival of ORNs in the
cultured OE is the maintenance in vitro of proliferating cells
that can renew them. In fact, ORNs regularly undergo
programmed cell death and are continuously replaced by
cell division of stem cells and neuronal progenitors (Beites
et al., 2005). Moreover, differentiated ORNs are known to
undergo retrograde degeneration upon transection of the
olfactory nerves (Graziadei and Graziadei, 1979; Schwob,
2005). To provide evidence that ORNs within clusters are
born in culture we applied BrdU for 48 h to mark dividing
cells in the OE explants and carried out a differentiation
essay. Fig. 4H shows a detail of a DIV12 cluster of ORNs
double labeled with antibodies recognizing BrdU and
GAP43. BrdU-labeled nuclei belong to cells which under-
went mitosis between DIV5 and DIV7. One of these 5–7
day old cells expresses GAP43 at this age. In a DIV21 OE
explant instead, 17–19 day old cells more frequently co-
express OMP (Fig. 4I).

In an additional set of experiments we compared the
phenotype of the cocultured OE explants with that of OE
alone. Fig. 4J shows a representative overview of an OE
explant cultured alone for DIV7 and double labeled for
GAP43 and OMP. Clusters of ORN can be regularly spot-
ted and the distribution patterns of the two markers do not
significantly differ from those described above for the
cocultured OE explants. Surprisingly, ORN axons fail to
grow out of the tissue and to bundle on the membrane
when OE explants dissected from postnatal mice (P5–P7)
are cultured alone.

Taking these results together, we have evidenced so
far that in postnatal OE explants, ORNs renew, differenti-
ate to some extent and send their axons out to reach the
MOB in an apparently target dependent manner. We
noted, however, that the intense OMP immunoreactivity of
the fiber bundles coursing through the MOB superficial
layer (Fig. 4D) and distributing in numerous glomerular like
structures (Fig. 4D, K) is in contrast with the faint OMP

labeling in the OE and in the axon bundles connecting the
tissues. The OMP positive fibers within the MOB may thus
not completely correspond to those originating in the OE
explant. To test this hypothesis we examined OMP expres-
sion in the MOB of OB slices cultured in absence of the OE
explants. To simultaneously exclude a possible unspecific
binding of the OMP antibody to this reorganizing tissue we
adopted transgenic mice expressing GFP under the OMP
promoter (Potter et al., 2001). A detail of the superficial
zone of the MOB in such isolated OB slice cultures is
shown in Fig. 4L and M at DIV7 and DIV14, respectively.
Intrinsic putative olfactory axon fibers with their character-
istic glomerular like termination pattern persist in the MOB
during the first week of cultivation and gradually disappear
between DIV8 and DIV14.

We therefore conclude that the new ORN axons grow-
ing into the MOB cannot be distinguished from the lesioned
ones that are being resorbed before the end of the second
week in vitro. We then labeled with GAP43 and OMP
DIV21 cocultures to study changes in 1) the long-term,
relative expression of the two markers in ORNs and 2) the
extent of olfactory axons innervating the MOB at this age
(Fig. 5A–F). The OE explant and the OB of numerous
cocultures appear almost attached to each other at DIV21
so that the axon bundles connecting the tissues cannot be
discerned. Clusters of ORN neurons on the OE appear to
contain more OMP than GAP43 at this age (Fig. 5A–C). At
higher magnification GAP43 is almost absent from the cell
body of ORNs but is abundant instead in the outgrowing
axon bundles, where it appears to colocalize with OMP
(Fig. 5D–F). The OMP labeling within the MOB is more
concentrated to discrete regions. This is compatible with
the assumption that OMP stains specifically for newly gen-
erated ORN axons at this time of cultivation in vitro. Inter-
estingly, however, coalescence of OMP-labeled terminal
axons into glomerular-like structures is lacking in DIV21
cocultures (Fig. 5A–C).

To test as to whether ORN axons target mitral cell
dendrites despite the lack of glomerular organization of the
two synaptic partners we investigated DIV21 cocultures
stained with OMP and smi32, which detects a subset of
mitral cells in the MOB (Fig. 6G–K). Several OMP positive
ORN axons leave the bundles of the superficial newly
formed olfactory nerve layer within the MOB. They course
toward the depth of the MOB (Fig. 6G–I), crossing and
coming into close contacts with dendrites of mitral cells in
a zone corresponding to the original glomerular and exter-
nal plexiform layer (Fig. 5J–K).

Thus, despite the little progress in reconstitution of
glomeruli at this age most ORN axons have acquired a
mature OMP immunoreactive phenotype and show a cer-
tain degree of target specificity onto dendrites of mitral
cells.

The extent of functional recovery following
olfactory bulb reinnervation

We adopted the calcium imaging technique to verify the
extent of functional recovery achieved by the newly formed
connections between OE explants and the MOB. In addi-
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tion we wanted to investigate whether the flow of informa-
tion to the olfactory cortex also restores along with the
reinnervation of the MOB.

For this purpose we used 12 independent cocultures:
four DIV7 and eight DIV18-21. Fig. 6A–C representatively
shows the response of the OE and the MOB to electrical
OE stimulation in a DIV21 coculture. The response in the
OE occurs in immediate proximity of the stimulating elec-
trode, and resembles in shape the ORN clusters we ob-
served by immunolabeling. A calcium response can be
regularly elicited in the OE of DIV18-21 cocultures and it is
accompanied by a response of variable intensity in the

MOB (Figs. 6B; 7B, F), in 87.5% (seven out of eight) of the
samples tested. In younger cocultures, however the suc-
cess rate is low. Only 12.5% (one out of eight) of the
samples tested exhibit response in the MOB, either be-
cause the OE response cannot be elicited or because the
synaptically evoked response is lacking (not shown). The
calcium response triggered in the MOB by the OE stimu-
lation is discrete and most intense in proximity of the
stimulation electrode. Sometimes additional faint calcium
responses can be simultaneously detected in distant re-
gions within the MOB (Fig. 6B). The activity triggered in the
MOB is synaptically mediated since it disappears upon

Fig. 6. Functional imaging after repair of the peripheral olfactory pathway: the activity in the MOB. Calcium imaging responses monitored in the
reinnervated MOB after stimulation of the OE. A culture period of DIV21 is necessary to have functional ORN synapses in the MOB. (A) Bright field
image of the recorded area showing the position of the stimulating electrode (white circle) in the OE of a DIV21 coculture. (B, C) Epifluorescence
calcium imaging. The red color codes for the largest increase in intracellular calcium. (B) Stimulation in the OE results in a local calcium response at
the electrode position and activation in two distinct areas in the MOB. One intense calcium response occurs near the stimulation site (D). The second
calcium response within the MOB is faint and located far away (E). A calcium response in the Pir cannot be elicited in this coculture. Activation
maximum corresponds to dF/F0 (%)�0.63. (C) Blockage of glutamatergic receptors by CNQX and AP5 prevents postsynaptic calcium increases in the
MOB. However, local activity in the OE remains unaffected. (D–F) Post hoc morphological analysis of the areas within the frames shown in B. (D) An
intensely OMP-labeled cluster of ORN (arrows) is located underneath the stimulation electrode. Numerous OMP positive axon bundles (arrowheads)
can be followed as they cross the gap and reach the activated zone in the MOB. Numerous CR immunoreactive, small-sized interneurons intermingle
with the axon bundles in the same area. (E) CR positive cells are also numerous in the second distant zone of evoked MOB activity. Here, however,
the amount of OMP-labeled fibers is rather low (arrowheads). (F) Larger magnification of the frame in E. Only few isolated OMP positive axons and
puncta can be resolved (arrowheads). Scale bars�1 mm (A–C); 100 �m (D, E); 50 �m (F).
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pharmacological blockade of glutamatergic synapses by
application of CNQX and AP5. The presynaptic activity of
the putative ORN clusters in response to OE stimulation is
not affected by the application of the AMPA and NMDA
receptor blocking drugs (Fig. 6C). Propagation of the cal-
cium response into the olfactory cortex area is variable
and could not be elicited in this coculture (compare Figs.
6 and 7).

Post hoc morphological analysis of the recorded cocul-
ture shows the presence of a large OMP-labeled cluster of
ORNs underneath the stimulation electrode (Fig. 6D). Nu-
merous OMP positive axon bundles leave the ORN cluster
and can be followed as they cross the small gap between
the tissues, reach the MOB and course through its super-
ficial layers for quite long stretches (Fig. 6D). The micro-

scopic analysis of the second distant calcium response
evidences a lower amount of OMP-labeled fibers in this
zone (Fig. 6E–F). The CR antibody was adopted here to
visualize as many neuronal elements within the MOB as
possible. Numerous CR-labeled small neurons, resem-
bling periglomerular cells are scattered amid the ORN
axon fibers in the superficial layers of the MOB. No signif-
icant differences in the density of neurons can be detected
between the two responsive areas (Fig. 6D–F). Thus, the
differences in intensity between calcium responses in the
MOB correlate with the distance from the stimulating elec-
trode and rather depend on the overall extent of ORN
fibers reaching the target.

Synaptic propagation of the activity to the olfactory
cortex area was observed only in cocultures of approxi-

Fig. 7. Functional imaging after repair of the peripheral olfactory pathway: the activity in the Pir. (A) Bright field picture of the imaged area of a DIV21
coculture illustrating the position of the stimulation electrode (white circle). (B, C) Epifluorescence calcium imaging: the red color codes for the largest
increase in intracellular calcium. (B) OE stimulation triggers a local calcium increase in the OE at the electrode position and a faint calcium response
in the superficial MOB, just opposite to the stimulation site. A larger calcium response is also triggered in a discrete spot in the depth of the MOB,
distant from the stimulation site. Simultaneously, a calcium response occurs in the APir of this coculture. Activation maximum corresponds to dF/F0

(%)�3.83. (C) Application of CNQX and AP5 prevents postsynaptic calcium increases in both the OB and the APir but leaves the OE local activation
unaffected. (D1, D2) Details of the area boxed in B. Post hoc morphological analysis reveals the presence of large CR immunoreactive mitral cells
(arrowheads) and interneurons within the area of peak calcium response. (E) Bright field picture of the imaged area in F–G. In this coculture the
stimulating electrode was placed in the superficial layer of the MOB (white circle). (F, G) Epifluorescence calcium imaging. Red codes for the largest
increase in intracellular calcium. (F) Stimulation in the MOB, within the area targeted by the ORN axons triggers large calcium responses located near
the stimulation site and within the center of the MOB. Simultaneously, there is a calcium response in the APir as well as more caudally, in the PPir.
Activation maximum corresponds to dF/F0 (%)�5.66. (G) Blockade of glutamatergic transmission is effective in the Pir but incomplete in the MOB.
Scale bars�1 mm (A–C, E–G); 50 �m (D1, D2).
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mately DIV21. The success rate was 50% (four of eight),
due to the variability in the intensity of the MOB calcium
response triggered by OE stimulation. Fig. 7 shows two
examples of the variable extent of activity recorded in the
Pir in response to the stimulation of ORNs. The coculture
in Fig. 7A–C exhibits a faint calcium response in the su-
perficial MOB just opposite the stimulated ORNs, which
extends to the center of the MOB and the APir. An intense
calcium response occurs in MOB, deeper and more distant
from the OE stimulation site. Pharmacological blockade of
glutamate receptors by CNQX and AP5 is effective, con-
firming the postsynaptic nature of the response in both the
MOB and the Pir. Post hoc immunolabeling for OMP and
CR confirmed the presence of ORN fibers innervating the
superficial MOB (not shown). Confocal microscopic exam-
ination of the zone of peak calcium response reveals the
presence of large CR containing neurons resembling mitral
cells (Fig. 7D1–D2). These data sugggest that an OE-
evoked calcium response in the Pir can only be expected
if MOB deep layers harboring mitral cells are sufficiently
active.

To stimulate more effectively the MOB we placed the
electrode on the superficial layer of the MOB, within the
area targeted by the ORN axons. An example of the re-
sponse obtained is shown in Fig. 7E–F. Large calcium
responses occur near the stimulation site and involve the
center of the MOB, corresponding to the granule cell layer.
Simultaneous activation of the APir and a faint calcium
response more caudally into the PPir can be recognized.
Blockade of glutamatergic transmission is effective in the
Pir but incomplete in the MOB, where part of the deeper
layers remains insensitive. This may depend on the acti-
vation of putative local inhibitory circuits within the MOB via
top down afferents. The large and almost generalized ac-
tivity evoked in the MOB under these conditions suggests
that more mitral cells can be recruited, provided the extent
of the ORN fibers stimulated is increased. Despite suffi-
cient connectivity between the MOB and its target cortical
areas (compare with Fig. 2G–H), the level of activation in
the Pir triggered by stimulation of the restored olfactory
axon projections remains moderate. Thus, the termination
pattern of olfactory axons within the MOB in vitro, the
extent of reinnervation and of functional recovery, rather
exhibit features of a postlesion recovery (Christensen et
al., 2001; Schwob, 2005; Mombaerts, 2006).

DISCUSSION

Establishing a slice that preserves the central
olfactory pathway

We present here a novel brain slice which we call OB slice
because it includes the MOB and the Pir and preserves
mitral cell axons within the LOT. Our preparation method is
based on recent work by Demir et al. (2001) and Balu et al.
(2007) and is the first attempt to transfer the central relay
stations of the olfactory pathway into an organotypic cul-
ture system.

The central olfactory pathway is well established at
birth: mitral cells are among the first neurons appearing in

the MOB at E12 and principal neurons of the Pir are born
at about the same time (Schwob and Price, 1984). Mitral
cell axons shortly retain their navigational potential after
birth: they can grow again into their target if the LOT is
transected during the first postnatal week (Grafe, 1983).
Since axons of mitral cells can be traced from the MOB
through the LOT into the Pir of the OB slice without differ-
ences before and after 1 week in culture, we conclude that
they are rarely transected during the preparation and
do not undergo relevant degenerative or regenerative
changes upon culturing.

The layering and the characteristic neuronal popula-
tions present in the P5–P7 MOB and Pir are maintained in
the OB slice upon culturing. We adopted Reelin as a
marker for glomerular layer interneurons and mitral cells of
the MOB (Alcantara et al., 1998; Ramos-Moreno et al.,
2006; Herrmann et al., 2007). CR was used to detect
granular and periglomerular interneurons (Herrmann et al.,
2007) and as an alternative marker of mitral and tufted
cells (Wouterlood and Hrtig, 1995) in the MOB. To visual-
ize dendrites, we preferred Smi 32 to other cytoskeleton
markers because it selectively labels a subset of mitral
cells in the MOB (Lopez-Picon et al., 2003). The expres-
sion pattern of Reelin in the Pir at DIV7 in culture does not
even differ much from that of mature animals (Ramos-
Moreno et al., 2006; A. L. Scotti, personal comunication).
Only the cell dense molecular layer—still rich with Reelin
positive Cajal Retzius cells—reminds of the early postnatal
cortex (D’Arcangelo et al., 1997). The distribution of Smi
32 labeling in the Pir of OB slice is also comparable to that
found in the 1-week-old mouse.

In conclusion, we can make use of a slice that includes
the central olfactory pathway and maintains numerous
morphological characteristics of second and third order
neurons of the OB when cultured.

Cocultures of OE explants and OB slice: ORNs
regenerate, mature and rewire

Dissociated ORNs are difficult to maintain in culture
(McEntire and Pixley, 2000). Instead, ORNs of embryonal
(MacDonald et al., 1996; Gong et al., 1996; Goetze et al.,
2002; Hamlin et al., 2004) or postnatal (Kanaki et al., 2000;
Josephson et al., 2004) OE explant cultures can better
regenerate. In fact the stem cell niche is better maintained
in OE explants, thus enabling long term culturing (Beites et
al., 2005).

Regeneration and differentiation of ORNs also occur
under our culture conditions. BrdU positive nuclei appear
GAP43 immunoreactive 1 week after the BrdU exposure,
indicating that ORNs are born in vitro. In DIV7 cultures,
GAP43 often colocalizes with OMP, the marker of differ-
entiated ORNs. Similarly to what generally occurs in vivo
during development (Kim and Greer, 2000), GAP43 ex-
pression has subsided by the end of the third week in vitro
and most ORNs are now OMP immunoreactive. The den-
sity and distribution of OMP positive ORN clusters do not
differ between postnatal OE explants grown isolated or in
coculture. In fact, OMP expression in the OE is indepen-
dent of the contact of ORN axons with the MOB (Schwob
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et al., 1992; Gong et al., 1996). The ORNs we detect are
discretely distributed in clusters (Goetze et al., 2002), as if
only few stem cells would survive at randomly distributed
locations and start to proliferate. We thus assume that
ORNs derived from an island of preserved stem cells may
represent a clonal population sharing the same receptor
and zonal characteristics.

When the OE is cocultured with the OB slice, axon
outgrowth regularly occurs, in agreement with previous
reports of OE–MOB cocultures (Kanaki et al., 2000; Jo-
sephson et al., 2004; Storan and Key, 2004). Axons course
in direction of the MOB within tissue bridges resembling
the glial migratory mass that forms between the nasal pit
and the rostral surface of the telencephalon during embry-
onic development. ORN axons navigate following this glial
path of ensheathing cells born in the OE and migrating
toward the telencephalon (Treloar et al., 1996). If en-
sheathing cells fail to migrate, olfactory axons do not grow
out, whorling in the OE explant (Tisay and Key, 1999).
Establishment of the migratory mass depends on chemo-
tropic molecules released by the brain tissue (Liu et al.,
1995) as well as on the chemical composition of the ex-
tracellular matrix substrate (Tisay and Key, 1999). As re-
ported for embryonal OE explants by Storan and Key
(2004), who also adopted uncoated Millipore membranes
for culturing, we could detect ORN axon bundles by
GAP43 and OMP immunocytochemistry in our isolated OE
explants, but never observed axons grow out of the tissue.
Other literature data reporting olfactory axon outgrowth
from OE explants in absence of the MOB (Gong et al.,
1996; Goetze et al., 2002; Hamlin et al., 2004) are only
apparently contradictory: in fact the laminin these authors
use as substrate powerfully promotes ensheathing cell
migration (Treloar et al., 1996) and may suffice in guiding
glia out of the explant resulting in ORN axon outgrowth.

Thus, our coculture system supports regeneration and
differentiation of ORNs in the OE explants and also enables
navigation of ORN axons onto the MOB of the OB slice.

Cocultures of OE explants and OB slice: ORNs
target specificity despite lack of glomeruli

In mice, in vivo, ORN axons start to grow into the MOB at ca.
E 14 and then coalesce into protoglomeruli during late em-
bryonal development. Axodendritic synapses between ORNs
and mitral cells are present at this stage but the targeted
mitral cell dendrites are rudimental and do not drive the
process (Mombaerts, 2006). Partitioning of mitral cell den-
drites into the definitive glomerular cores is accomplished
only by P7. By this time, more juxtaglomerular cells have
settled in the zone and the dendrodendritic glomerular shell
gets into shape (Bailey et al., 1999; Treloar et al., 1999).

A cell dense superficial zone resembling the glomeru-
lar layer exists in the MOB of the OB slice at DIV7. After 21
days of coculturing with OE explants, the glomerular layer
has changed into a loose cellular lamina traversed by
numerous bundles of OMP immunoreactive ORN axons
accumulating in the newly formed olfactory nerve layer
above it. Organization of these axon bundles into glomeruli
seems not progressed enough by DIV21 under our culture

conditions. However, small axon bundles can be followed
below the olfactory nerve layer as they course amid nu-
merous cell bodies and dendrites within the MOB of the OB
slice. OMP immunoreactive punctates on dendrites of mi-
tral cells and of interneurons suggest a certain degree of
target specific reconnection, despite the absence of glo-
merular organization.

Lack of a defined glomerular layer is often described in
OE–MOB cocultures. Kanaki et al. (2000) report the ab-
sence of morphologically recognizable glomeruli in the
MOB of DIV7 cocultures despite a successful functional
proof of reconnection. Also Storan and Key (2004) refer to
the general absence of distinct glomerular formation in
their DIV7 cocultures. Since well-formed OMP expressing
glomeruli can be occasionally detected in DIV28 cocul-
tures (Josephson et al., 2004) it is possible that formation
of glomeruli ensues upon prolonged culturing.

Thus, once separated, OE and MOB (of both embry-
onic and postnatal origin) are not able to properly recon-
struct glomeruli in their new in vitro environment, despite
morphological or/and functional evidence for target speci-
ficity (Kanaki et al., 2000; Josephson et al., 2004; Storan
and Key, 2004).

Dissection and transfer in culture of postnatal OE and
OB tissue attempts to study repair strategies, because it is
a lesion of an embryonally formed connection. In the adult,
in vivo, the glomerular scaffold is not lost following olfac-
tory nerve transection or OE damage (Graziadei and Monti
Graziadei, 1980; Schwob et al., 1999; Christensen et al.,
2001). In contrast, to repair in vitro a lesion of the periph-
eral olfactory pathway set postnatally, the deafferented
glomeruli disassemble and the rewiring seems to resume
embryonic development. Such a difference may well re-
flect a dedifferentiation trend intrinsic to the culture system
but also indicates that repair strategies may change with
age. In this respect, it is tempting to speculate that the
failure of restoration of rhinotopy and receptotopic glomer-
ular convergence often observed in the adult (Christensen
et al., 2001; Schwob, 2005; Mombaerts, 2006) may be
related to the persistence of the glomerular scaffold. Data
on the response of the MOB glomerular layer during re-
wirement of ORN axons in postnatal mice in vivo may help
to better define the limits of this coculture approach.

Functional integrity of the organotypic
olfactory system

The study of the cellular basis of sensory processing is
hampered by several drawbacks. The most critical ones
are the bad accessibility and visibility of the structures to
be studied and the impossibility to have all involved struc-
tures from the sensor in the periphery up to the cortical
representation areas in one preparation. With regard to the
olfactory system the only successful example up to now is
a whole brain preparation perfused through the vessels
that preserves the OE, the MOB and the Pir in situ and is
used for acute functional investigations (Ishikawa et al.,
2007). We show for the first time the combined culturing of
the peripheral and the central parts of the olfactory system.
Such in vitro olfactory system gives for the first time the
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possibility to activate peripheral olfactory sensors and to
explore the response of central neurons at different level of
cortical integration.

We adopted the calcium imaging technique to prove
the functional integrity of our OE–OB cocultures because it
allows detecting activity at different locations in the culture
avoiding multiple electrode recording. Changes in the in-
tracellular calcium concentration reflect the suprathreshold
activity in neuronal cell bodies. Thus, areas lightening up in
these experiments are those where synaptic activation
induces spiking activity, while the regions where synaptic
input is insufficient to induce action potentials cannot be
detected (Berger et al., 2007). It is also important to note
that calcium imaging does not distinguish between action
potential activity in principal cells and inhibitory neurons.

The MOB–Pir axonal connection is functional in our
novel OB slice preparation. Extracellular electrical stimu-
lation of the mitral cell layer in cultures stained with a
calcium sensitive dye induces increases in the intracellular
calcium concentration in both MOB and Pir. The rise in
intracellular calcium reflects the suprathreshold activity in
the cell bodies of MOB and Pir neurons that follows exci-
tation via glutamatergic synapses of the AMPA and NMDA
type (Berger et al., 2007). When the OB slice is cocultured
with OE explants, the function of the OE–MOB–Pir path-
way recovers in a time dependent manner along with the
rewiring between OE explants and the MOB. A significant
increase in the MOB activity accompanies the maturational
changes observed between the first and the third week of
coculturing, similar to what is reported in the literature
(Kanaki et al., 2000; Josephson et al., 2004; Muramoto et
al., 2006). In analogy, functional responses in the Pir upon
stimulation of the OE are more readily detected upon long
term coculturing in our system.

The calcium-evoked response in the rewired peripheral
olfactory pathway is limited to the electrically stimulated
cluster of ORNs within the OE and to circumscribed zones
within the superficial layer of the MOB which appear as
focal glomerular activity. Assuming that the stimulated
ORNs are clonal and share the same receptor, it is tempt-
ing to speculate that such focal MOB response may indi-
cate that a certain degree of receptotopy is maintained.
Thus, while immunofluorescence labels all ORN fibers in
the MOB and can only indicate whether their termination
pattern is specific, functional imaging of homogeneous
groups of ORNs provides additional information on their
putative positional specificity.

The Pir does not regularly respond when a single ORN
cluster in the OE explant is triggered. To stimulate a discrete
OE cluster means to activate a putatively clonal population of
ORNs. It is possible that the resulting activity in the olfactory
cortex may not reach the spike threshold. The calcium-
evoked response in the Pir is regular instead and extends into
the PPir when stimulation is applied at the tip of the connect-
ing bridge on the MOB olfactory nerve layer. Assumed all
ingrowing axons are activated at this position, these data
show that a critical mass of ORNs and the activity of more
mitral cells within the deep layer of the MOB are necessary to
efficiently evoke spiking activity in the Pir areas.

CONCLUSION
In conclusion, our coculture system is characterized by a
sufficient connectivity not only between ORN and MOB
neurons but also to the higher order neurons in the olfac-
tory cortex. Further studies in vitro and in vivo are required
to determine to which extent the functional responses of
this in vitro olfactory system can be considered as a model
for postlesional olfaction disorders.
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“Combined Voltage and Calcium Epifluorescence Imaging In Vitro and In Vivo 

Reveals Subthreshold and Suprathreshold Dynamics of Mouse Barrel Cortex” 
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Fauvet, Isabelle Ferezou, Alan Carleton, Hans-Rudolf Lüscher & Carl C. H. Petersen (2007). 
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Two of the most dynamic low-level correlates of brain functions are the membrane potential 

and the intracellular concentration of calcium. Both can be imaged optically by the introduction 

of fluorescent probes into brain preparations. Voltage-sensitive dyes (VSD) insert into the 

plasma membrane and change their fluorescence intensity dependent on the potential across 

the lipid bilayer. Fluorescent calcium-sensitive dyes (CASD) respond rapidly and selectively to 

changes in the cytosolic free calcium ion concentration. Publication 3 is a methodological study 

in the field of optical imaging and consists in a precise evaluation of the kind of the signals which 

are obtained with commonly used voltage-sensitive dyes and calcium-sensitive dyes. We 

combine epifluorescence VSD and CASD imaging with whole cell recordings of the membrane 

potential to allow a quantitative comparison of what is measured using fluorescent dyes. We 

recorded VSD and CASD signals in three different experimental conditions, in single cells, in 

brain slices, and in vivo. Our findings indicate that VSD signals predominantly report 

subthreshold activity and CASD report suprathreshold activity. 
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Berger T, Borgdorff A, Crochet S, Neubauer FB, Lefort S, Fauvet
B, Ferezou I, Carleton A, Lüscher H-R, Petersen CC. Combined
voltage and calcium epifluorescence imaging in vitro and in vivo
reveals subthreshold and suprathreshold dynamics of mouse barrel
cortex. J Neurophysiol 97: 3751–3762, 2007. First published March
14, 2007; doi:10.1152/jn.01178.2006. Cortical dynamics can be im-
aged at high spatiotemporal resolution with voltage-sensitive dyes
(VSDs) and calcium-sensitive dyes (CaSDs). We combined these two
imaging techniques using epifluorescence optics together with whole
cell recordings to measure the spatiotemporal dynamics of activity in
the mouse somatosensory barrel cortex in vitro and in the supragranu-
lar layers in vivo. The two optical signals reported distinct aspects of
cortical function. VSD fluorescence varied linearly with membrane
potential and was dominated by subthreshold postsynaptic potentials,
whereas the CaSD signal predominantly reflected local action poten-
tial firing. Combining VSDs and CaSDs allowed us to monitor the
synaptic drive and the spiking activity of a given area at the same time
in the same preparation. The spatial extent of the two dye signals was
different, with VSD signals spreading further than CaSD signals,
reflecting broad subthreshold and narrow suprathreshold receptive
fields. Importantly, the signals from the dyes were differentially
affected by pharmacological manipulations, stimulation strength, and
depth of isoflurane anesthesia. Combined VSD and CaSD measure-
ments can therefore be used to specify the temporal and spatial
relationships between subthreshold and suprathreshold activity of the
neocortex.

I N T R O D U C T I O N

Many computations in the neocortex are thought to occur on
the millisecond timescale within maps composed of cortical
columns. Most current techniques to investigate cortical pro-
cessing offer limited spatial resolution because of the low
density of recording electrodes or theoretical difficulties of
defining the signal sources. Optical methods, however, offer
both sufficient temporal and spatial resolution for real-time
analysis of cortical processing.

Two of the most dynamic parameters in the active brain are
membrane potential (Vm) and intracellular calcium concentra-
tion ([Ca2�]i). Both of these can be imaged optically by the
introduction of fluorescent probes into the brain. Voltage-
sensitive dyes (VSDs) insert into the plasma membrane and
change their fluorescence intensity dependent on the potential

across the lipid bilayer. Previous studies recorded VSD signals
in invertebrate preparations (Antic and Zecevic 1995; Salzberg
et al. 1973), from cultured cells (Bullen and Saggau 1998),
brain slices (Antic et al. 1999; Contreras and Llinas 2001;
Laaris and Keller 2002; Petersen and Sakmann 2001), and in
vivo (Borgdorff et al. 2007; Civillico and Contreras 2006;
Derdikman et al. 2003; Ferezou et al. 2006; Grinvald et al.
1984; Kleinfeld and Delaney 1996; Petersen et al. 2003a,b;
Shoham et al. 1999). The VSD JPW1114 (also known as
di-2-ANEPEQ) has proven useful as a dye for intracellular
application in individual nerve cells, allowing the spatiotem-
poral analysis of electrical signaling in dendrites (Antic and
Zecevic 1995; Antic et al. 1999). The VSD RH1691 is opti-
mized for in vivo measurements (Shoham et al. 1999) and,
when topically applied to the neocortex, it can resolve cortical
activity with millisecond and subcolumnar resolution (Grin-
vald and Hildesheim 2004). Fluorescent calcium-sensitive dyes
(CaSDs) such as Fluo-3 and Oregon Green BAPTA-1 (OGB-1)
have been developed that respond rapidly and selectively to
changes in the cytosolic free calcium ion concentration (Tsien
1980). CaSDs can be applied extracellularly in a membrane-
permeable ester form, which is subsequently cleaved intracel-
lularly by esterases releasing the functional fluorescent CaSD
(Tsien 1981). Recently, network activity was imaged with
CaSD both in brain slices and in the intact brain (Borgdorff et
al. 2007; Kerr et al. 2005; Nimmerjahn et al. 2004; Ohki et al.
2005; Peterlin et al. 2000; Stosiek et al. 2003; Wachowiak and
Cohen 2001; Yaksi and Friedrich 2006).

In this study, we combined epifluorescence VSD and CaSD
imaging together with whole cell (WC) Vm recordings to allow
a quantitative comparison of what is measured using these
techniques, focusing on their application to the study of the
mouse barrel cortex (Petersen 2003; Woolsey and Van der
Loos 1970). We recorded VSD and CaSD signals in three
different experimental conditions: in single cells, in brain
slices, and in vivo. In single cells, we studied the dynamic
range of VSDs and CaSDs during controlled membrane poten-
tial changes. In the barrel cortex in vitro, we characterized the
link of the VSD and CaSD signals to sub- and suprathreshold
electrophysiological network activity and thereafter studied the
spatial spread of synaptic activity and action potentials. We
next transferred these methods to make in vivo optical mea-
surements of activity in layer 2/3 barrel cortex of anesthetized
mice, analyzing both the evoked and the spontaneous spatio-
temporal dynamics of the VSD and CaSD signals. The data are
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consistent with VSD signals reporting predominantly sub-
threshold activity and CaSD reporting suprathreshold activity.

M E T H O D S

All experiments were carried out in accordance with the Swiss
Federal Veterinary Office.

Voltage-sensitive dye biophysics

Defolliculated Xenopus oocytes were incubated for about 30 min in
1.6 mM RH1691 (Optical Imaging, Rehovot, Israel) dissolved in a
solution containing (in mM): 135 NaCl, 5 KCl, 5 HEPES, 1.8 CaCl2,
and 1 MgCl2 (pH 7.3 with NaOH). The oocyte was transferred to the
recording bath filled with a standard ND96 Xenopus oocyte medium
containing (in mM): 96 NaCl, 2 KCl, 5 HEPES, 1.8 CaCl2, and 2
MgCl2 (pH 7.4 with NaOH). Two microelectrodes filled with 2 M
KCl were used to voltage-clamp the oocyte using an Axoclamp 2B
amplifier (Axon Instruments, Union City, CA). A computer running
Igor Pro (WaveMetrics, Lake Oswego, OR), interfacing with an
ITC-18 board (Instrutech, Port Washington, NY), not only controlled
the command potential but also sampled the achieved membrane
potential at 20 kHz. The oocyte membrane was imaged using an
Olympus BX51WI microscope equipped with an Olympus �20 0.95
numerical aperture (NA) objective. Excitation light from a 100 W
halogen lamp with a shutter (Uniblitz, Vincent Associates, Rochester,
NY) was band-pass filtered (630/30 nm) and reflected toward the
sample by a 650 nm dichroic mirror. Emitted fluorescence was
long-pass filtered (665 nm) and imaged using a MiCam Ultima
camera (SciMedia, Irvine, CA). Fluorescence measurements were
synchronized to electrophysiology through TTL pulses. In one set of
experiments the membrane potential was stepped from a holding
potential of �60 mV to test membrane potentials (�100 to �40 mV
in 20 mV steps) for 200 ms periods and fluorescence changes were
recorded at 10 ms frame rates (Fig. 1A). For each oocyte fluorescence
signals from 10 to 20 trials were averaged. Fluorescence signals were
integrated across the field of view (FOV) containing 100 � 100 pixels
covering roughly 300 � 300 �m. This spatial averaging and averag-
ing across different trials was carried out using the MiCam Ultima
analysis software. The fluorescence time-course traces were subse-
quently exported to Igor Pro (WaveMetrics) for further analysis,
where the data from six oocytes were combined and a polynomial
bleaching curve was subtracted. In a separate set of experiments
fluorescence was sampled at 1 ms time resolution while membrane
potential was repeatedly alternated from �60 to 40 mV every 10 ms
for 1 s (Fig. 1B). For each oocyte fluorescence signals from 10 trials
were averaged and then the response to each of the 100 voltage steps
was further averaged. Data from six oocytes were combined. The
change in fluorescence, given throughout the paper, is normalized to
resting fluorescence (�F/F0), i.e., as the change divided by the
fluorescence before stimulation (Figs. 1–5, 6A, and 7) or without
spontaneous ongoing activity (Fig. 6, B and C).

Brain slice preparation

Parasagittal or thalamocortical slices (300 or 400 �m thick, respec-
tively) (Agmon and Connors 1991) of the somatosensory cortex were
prepared using a vibratome from 14- to 29-day-old C57BL6J mice in
ice-cold artificial cerebrospinal fluid (ACSF) containing (in mM): 125
NaCl, 25 NaHCO3, 25 glucose, 2.5 KCl, 1.25 NaH2PO4, 2 CaCl2, and
1 MgCl2 bubbled with 95% O2-5% CO2 (pH 7.4). Slices were
incubated at 35°C for 30 min and then left at room temperature until
recording.

In vitro cellular imaging

Current-clamp recordings in the whole cell mode of the patch-
clamp technique were obtained from the somata of neurons in acute

slices of the barrel cortex with Multiclamp 700A (Axon Instruments)
or BVC-700A (Dagan, Minneapolis, MN) amplifiers. Patch pipettes
were made from borosilicate glass with resistances of 3–7 M� filled
with the following solution (in mM): 135 K-gluconate, 5 KCl, 10
HEPES, 4 Mg-ATP, 0.3 Na2-GTP, and 10 Na2-phosphocreatine (pH
7.3 with KOH). The pipette contained in addition either 200 �M of
the CaSD Oregon Green 488 BAPTA-1 potassium salt (Takechi et al.
1998) (OGB-1, Molecular Probes, Eugene, OR), 0.9–5.5 mM of the
VSD JPW1114 (di-2-ANEPEQ, Molecular Probes) or 6.8 mM of the
VSD RH1691. Stock solutions of these dyes were prepared in pipette
solution. JPW1114 and RH1691 were added only in the 4 �l backfill
of the pipette, whereas its tip was filled with 1 �l of dye-free solution
to prevent staining of the slice with expelled VSD. However, no
functional VSD signals could be recorded using RH1691 applied
intracellularly. Current injections into the cell under study with
exponentially shaped rise and decay (“alpha currents”) induced both
inhibitory and excitatory postsynaptic potential (IPSP and EPSP,
respectively)–like membrane voltage deflections and action potentials
(Fig. 1, D and F). Alternatively, synaptic potentials around action
potential threshold were evoked with extracellular stimulation using
an ACSF-filled pipette. Corresponding changes in fluorescence were
imaged with a Zeiss Axioskop 2FS� microscope [�40 0.8 NA
objective; 75-W xenon short-arc lamp; Deltaram V monochromator
(PTI, Lawrenceville, NJ)]. A low-resolution (80 � 80 pixel), fast (1–2
kHz) CCD camera (Redshirt NeuroCCD, RedShirtImaging, Fairfield,
CT) running under computer control (Neuroplex software) was used
to image changes in fluorescence in the FOV covering the soma and
proximal dendrites (Fig. 1, D and F). All experiments were done at
35°C. The following filter sets were used: for OGB-1, excitation filter
BP470/20 nm, dichroic mirror 510 nm, emission filter BP540/25 nm;
for JPW1114, excitation filter BP520/20 nm, dichroic mirror 580 nm,
emission filter LP590 nm; for RH1691, excitation filter BP630/30 nm,
dichroic mirror 650 nm, emission filter LP665 nm.

In vitro network imaging

Stock solutions (10 mM) of the acetoxymethyl (AM) ester forms of
OGB-1 (OGB-1 AM; Molecular Probes) or Fluo-3 (Biotium, Hay-
ward, CA) were made in 80% fresh DMSO/20% pluronic acid and
diluted 1:19 in a Ringer solution containing (in mM): 135 NaCl, 5
KCl, 5 HEPES, 1.8 CaCl2, and 1 MgCl2. The final solution (500 �M)
was vortexed, sonicated, aliquoted, and stored in the freezer. The AM
ester solution (10 �l) was sucked into an oil-filled application pipette
(tip diameter 15–25 �m). To obtain even staining of the approxi-
mately 900 � 900-�m cortical region of interest, the AM ester was
injected into the slice at six to ten locations in the barrel cortex in
parasagittal slices under visual control. In thalamocortical slices, the
AM ester was applied with the same technique to label the entire layer
4 barrel cortex. OGB-1 AM was used throughout this study except in
a few experiments involving the thalamocortical slice preparation,
where both OGB-1 AM and Fluo-3 AM were used. The changes
resulting from pharmacological manipulations were similar between
OGB-1 and Fluo-3, so the data were pooled. Subsequently, the VSD
RH1691 was applied to the slice surface at 1.6 mM in Ringer solution
for approximately 1 min. Extracellular stimuli (duration 500 �s;
stimulation intensity range 15–500 �A; normally two to three times
threshold, i.e., 50 �A) were delivered to a layer 4 barrel using a
Ringer solution–filled patch pipette (Fig. 2, A and B). In the thalamo-
cortical preparation, a bipolar stimulation electrode was used to
activate the ventral posterior medial (VPM) nucleus at 1.7- to 6-fold
the threshold value for cortical activity, i.e., 200–400 �A (Fig. 2E).
Imaging techniques for in vitro networks were as described earlier,
except a wider FOV of the barrel cortex was imaged using either an
Olympus BX51WI microscope (�20 0.95 NA objective; 100 W
halogen lamp) or a Zeiss Axioskop 2FS� microscope (�10 0.3 NA
objective; 75 W xenon short-arc lamp; Deltaram V monochromator).
In thalamocortical slices, we used �4 0.13 NA (visual field 4.4 � 4.4
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mm) or �10 0.3 NA objectives (visual field 1.8 � 1.8 mm) (Zeiss
Axioskop FS microscope; 100 W halogen lamp). Recording of OGB-1
and RH1691 fluorescence was interleaved. VSD and CaSD signals in
thalamocortical slices from 6 to 25 trials were averaged to improve the
signal-to-noise ratio. In some experiments, we combined imaging
with somatic whole cell recordings of neurons in layer 2/3 (Fig. 2,
A–D). Biocytin (2 mg/ml) was routinely included in the patch pipette
solution to facilitate morphological analysis of the neurons.

In vivo imaging

C57BL6J mice aged postnatal day (P) 21 to P25 were anesthetized
with urethane (1.5 mg/g body weight; Figs. 4–6, Supplementary Fig.
S1)1 or isoflurane (0.5–2%; Fig. 7). Paw withdrawal, whisker move-
ment, and eye blink reflexes were largely suppressed. A heating
blanket maintained the rectally measured body temperature at 37°C.
The skin overlying the somatosensory cortex was removed. The head
of the mouse was glued to a metal head plate and fixed. In a first step,
the location of C2 whisker representation was mapped by intrinsic
optical imaging. The cortical surface was visualized through the intact
skull covered with Ringer solution sealed with a glass coverslip. The
surface blood vessels were visualized using light at 530 nm to enhance
contrast. The illumination was switched to 630 nm for functional
imaging. The reflected light was imaged using a Quicam CCD camera
(Q-imaging; 10-Hz frame rate, 800 � 800 pixels covering approxi-
mately 2.5 � 2.5-mm area). Image acquisition by a Firewire and
stimulus control of the piezo by an ITC18 board were governed by
custom routines running in Igor Pro. To avoid interference with VSD
signals in the intrinsic imaging experiments described in Supplemen-
tary Fig. 1, we illuminated at 700 nm and to obtain the same FOV as
the VSD imaging, we also imaged the intrinsic signals using a MiCam
Ultima camera (20-Hz frame rate, 100 � 100 pixels covering a 2 �
2-mm area). Alternating sweeps were imaged with or without stimuli
delivered to the C2 whisker. Stimuli were applied at 10 Hz for 4 s and
repeated 7 to 15 times with a 120 s interval. The intrinsic signal was
quantified as the difference in the reflected light on stimulus compared
with a 4 s time interval immediately before. The local signal was
mapped onto the blood vessel pattern to guide surgery for the
craniotomy (ranging in size from 1 � 1 to 3 � 3 mm), which was
performed with extreme care so as not to damage the cortex, espe-
cially during removal of the dura. RH1691 was topically applied to the
exposed cortex and allowed to diffuse into the cortex for about 40
min. Subsequently, unbound dye was washed away. OGB-1 AM was
injected into layer 2/3 at multiple locations by a glass pipette con-
nected to a hydraulic micromanipulator, avoiding blood vessels (about
50 nl of a 500 �M or 1 mM solution per injection site). Fluorescence
from the esterase-cleaved OGB-1 AM increased gradually over time
and stabilized 1 h after injection as previously reported (Stosiek et al.
2003). Fluorescence at an injection site covered a circular area with
half-maximal values at 330 � 70 �m diameter.

The cortex was covered with 1% agarose and a coverslip placed on
top to stabilize the cortex. The excitation light was focused onto the
cortical surface with a 25 mm Navitar video lens (or 50 mm Nikon
lens). Fluorescence was collected by the same optical pathway but
without reflection of the dichroic mirror, long-pass or band-pass
filtered, and focused onto the camera by another 25 mm Navitar lens
(or 135 mm Nikon lens). The voltage-sensitive dye was excited with
630 nm light emitted by light-emitting diodes (LEDs, L630, Epitex,
Kyoto, Japan), reflected using a 655 nm dichroic mirror and long-pass
filtered (�665 nm). Alternatively the RH1691 was illuminated with
an electronically shuttered 100 W halogen lamp and directed onto the
sample using fiber-optic light guides. The OGB-1 was excited either
with 490/15 nm LEDs (L490-06U, Epitex) or by an electronically
shuttered halogen lamp, reflected with a 500 nm dichroic mirror, and
emitted fluorescence collected after band-pass filter 535/15 nm. Brief

backward deflections of the C2 whisker were delivered using a
computer-controlled piezoelectric bimorph. The time course and ampli-
tude of stimuli were recorded approximately 1 mm away from the skin
with an optical displacement sensor (Philtec D64-0QT4, Philtec, Annap-
olis, MD). Images were recorded at frame rates ranging from 200 to
1,000 Hz using either a CCD camera (RedShirtImaging; Figs. 4, 5, and
7) or a dual camera MiCAM Ultima (BrainVision, Tokyo, Japan; Fig. 6
and Supplementary Fig. S1) for simultaneous measurements. Images
were analyzed off-line using custom-written routines in Igor Pro.

Autofluorescence of the unstained brain was negligible (accounting
for �1% of the resting fluorescence) at the wavelengths used to excite
RH1691 fluorescence. However, there was considerable autofluores-
cence (accounting in some experiments for �80% of the resting
fluorescence) of the brain at the wavelengths at which the CaSD was
imaged. This autofluorescence was subtracted from the collected
CaSD images to specifically measure the CaSD fluorescence signal.
VSD and CaSD signals were quantified as �F/F0 to correct for
differences in the spatial distribution of the fluorescent dye. In some
experiments, imaging sweeps were triggered at a fixed point of the
electrocardiogram. The C2 whisker was deflected on alternate sweeps.
Unstimulated trials were subtracted from trials with stimuli and many
trials (15–60) were averaged. This analysis procedure aims to reduce
both heart beat–related imaging artifacts, bleaching artifacts, and the
contribution of spontaneous cortical activity. A range of stimulation
strengths differing in deflection amplitude, velocity, and acceleration
were studied.

No evoked signals (at the wavelengths used for intrinsic, VSD, or
CaSD measurements) were detected in control experiments where the
cortex was not stained with dye, but identical brief single C2 whisker
stimuli were applied. The brief single-whisker stimuli that we applied
thus did not produce measurable intrinsic signals originating from the
optical properties of the neocortex (Grinvald et al. 1986; Shibuki et al.
2003).

Statistical tests

Data are expressed as means � SE and were tested for statistical
significance using Student’s t-test or ANOVA.

R E S U L T S

VSD fluorescence correlates linearly with Vm

Our first goal was to characterize the relationship between
membrane potential changes and fluorescence changes un-
der controlled conditions. We applied the VSD RH1691 to
voltage-clamped Xenopus oocytes and found linear submil-
lisecond changes in fluorescence with respect to Vm (n 	 6
oocytes; Fig. 1, A–C). However, we were unsuccessful in
our attempts to obtain functional fluorescence signals from
single neurons labeled with RH1691. As a positive control
for our experimental procedures, we introduced the VSD
JPW1114 into individual layer 2/3 neurons in brain slices of
the mouse barrel cortex by the patch pipette during WC
recordings. VSD fluorescence (Fig. 1, D and E) linearly
followed both sub- and suprathreshold changes in neuronal
Vm induced by alpha currents (n 	 9 cells). In agreement
with previous studies (Antic and Zecevic 1995; Antic et al.
1999), these data indicate that VSD fluorescence (from both
RH1691 and JPW1114) correlates linearly with Vm at sub-
millisecond precision.

CaSD signals reflect action potential firing

Having found a linear relationship of Vm and VSD fluores-
cence in individual cells, we next investigated the behavior of1 The online version of this article contains supplemental data.
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CaSD fluorescence with respect to membrane potential
changes. CaSD OGB-1 was loaded intracellularly into single
layer 2/3 neurons in brain slices of the mouse barrel cortex
during WC recordings. Vm changes were evoked either with
alpha current injection (Fig. 1F and black data points in Fig.
1G) or through synaptic potentials evoked by an extracellular
electrical stimulus (magenta data points in Fig. 1G). Subthresh-
old Vm changes evoked only small fluorescence signals, but an
action potential (AP) was followed immediately by a promi-
nent CaSD signal with a prolonged time course (half-width of

231 � 19 ms; n 	 11 cells) largely determined by calcium
buffers (Helmchen et al. 1996). Threshold synaptic stimulation
evoked some trials with subthreshold Vm responses and small
CaSD responses (�F/F0 	 0.13 � 0.10%; n 	 8 cells) and
other trials in which an AP was triggered together with a large
CaSD response (�F/F0 	 7.3 � 0.2%; n 	 8 cells). In good
agreement with previous studies (Kerr et al. 2005; Peterlin et
al. 2000; Stosiek et al. 2003; Svoboda et al. 1997; Yaksi and
Friedrich 2006), our data therefore indicate that CaSD signals
predominantly reflect APs, with only a minor contribution
from subthreshold potentials (2 � 1%; n 	 8 cells; calculated
as the ratio of the subthreshold calcium signal �F/F0 	 0.13
relative to the suprathreshold calcium signal, �F/F0 	 7.3).

Cortical spatiotemporal dynamics of VSD and CaSD signals
in vitro

After delineating the behavior of VSD and CaSD at a
cellular level, we next investigated how their fluorescence
signals compared when applied to the study of neuronal net-
works in vitro. Brain slices of the mouse somatosensory barrel
cortex were labeled with VSD RH1691 by topically applying
the dye to the slice surface. CaSD OGB-1 was injected into
multiple locations across the cortical area of interest in its AM
ester form and nearly 1 h later cells were strongly labeled
(Stosiek et al. 2003). In some experiments, the imaging was
combined with WC recordings of Vm from neurons in layer 2/3.
The imaged area covered three to four barrel columns and
spanned from cortical layer 2 to layer 5. Neuronal network
activity was evoked with a stimulation electrode in a layer 4
barrel and the time course quantified in layer 2/3 (Fig. 2, A–C).
Compared with the VSD signal, the CaSD signal was roughly
20 times larger (peak amplitude �F/F0 VSD 0.34 � 0.07%,
n 	 9; CaSD 8.3 � 2.2%, n 	 13; in four experiments only
CaSD and not VSD signals were imaged) and lasted about five
times longer than the VSD signal (half-width duration VSD
35.5 � 3.1 ms, n 	 9; CaSD 181 � 14 ms, n 	 13).

Pharmacological manipulations were carried out to explore
the underlying nature of these signals. Bath application of the
ionotropic glutamate receptor antagonists D-2-amino-5-phos-
phonovaleric acid (D-APV, 50 �M) and 6-cyano-7-nitroqui-
noxaline-2,3-dione (CNQX, 10 �M) blocked WC responses
and VSD signals (1.3 � 0.8% of control; n 	 9 slices) (Fig. 2,
C and D). This suggests that the VSD response almost exclu-
sively reflects postsynaptic potentials (PSPs). In contrast to the
profound block of the VSD response, adding D-APV/CNQX
reduced the peak of the CaSD response to only 56.3 � 6.9% of
the control value (n 	 6 slices; Fig. 2, C and D). This reveals
that the CaSD signal evoked by local electrical stimulation is
not driven primarily by synaptic potentials. Additional application
of 1 �M tetrodotoxin (TTX) abolished all responses (WC record-
ing, VSD and CaSD) (Fig. 2, C and D). Evoked Vm and CaSD
signals were not changed by blockade of metabotropic glutamate
receptors [500 �M (S)-�-methyl-4-carboxyphenylglycine
(MCPG); peak CaSD response was 92.6 � 3.2% of control;
n 	 7] or the endoplasmic reticulum calcium ATPase (5 �M
thapsigargin; peak CaSD response was 101.7 � 6.0% of
control; n 	 5). These results indicate that the entire CaSD
signal is thus mediated by action potential firing. The fraction
of the CaSD signal that is sensitive to ionotropic glutamate
receptor antagonists likely reflects APs in postsynaptic cells
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FIG. 1. Voltage-sensitive dye (VSD) fluorescence correlates linearly with
membrane potential (Vm), whereas calcium-sensitive dye (CaSD) signals are
dominated by action potentials (APs) with little contribution of subthreshold
events. A: VSD RH1691 was applied at 1.6 mM extracellularly to Xenopus
oocytes and fluorescence was imaged during 2-electrode voltage clamp.
Voltage steps (black trace, Vm) evoked fluorescence changes (red trace,
�F/F0). B: fluorescence changes recorded at high temporal resolution followed
Vm with submillisecond precision (�F/F0, red data points; solid red line shows
a sigmoidal fit to the fluorescence data yielding a time constant 0.15 ms; Vm,
black line). C: RH1691 fluorescence changes were linearly correlated with Vm

with a slope of 0.7% �F/F0 per 100 mV. D: whole cell recordings of neurons
were performed in acute brain slices with 1.8 mM of the VSD JPW1114
included in the backfill of the patch pipette. Dye diffused into the cell during
recording (inset shows fluorescence image). Hyperpolarizing and depolarizing
alpha current injections mimicked both inhibitory and excitatory postsynaptic
potentials (IPSPs and EPSPs, respectively) and evoked spikes recorded in the
whole cell Vm trace (black trace). Corresponding changes in the JPW1114
fluorescence were measured over the proximal dendritic arbor of the cell.
JPW1114 fluorescence (green trace) closely follows Vm. E: plot of JPW1114
fluorescence changes vs. �Vm. Subthreshold �F/F0 values were obtained at the
peak of the IPSP or EPSP from low-pass (100-Hz) filtered traces, whereas
suprathreshold values were obtained from unfiltered traces. A linear fit of the
subthreshold values (3.1% �F/F0 per 100 mV) was extrapolated and crossed
also the data points for APs, thereby reflecting a linear relationship over the
whole activation range. F: 200 �M of the CaSD OGB-1 was included in the
pipette solution and Vm (black trace) was changed by injecting hyperpolarizing
or depolarizing alpha currents. Large calcium signals (blue trace) were
recorded only after APs and not in response to subthreshold Vm changes. G:
plot of changes in OGB-1 fluorescence as a function of �Vm. �F/F0 values of
somatic CaSD signals (blue trace) were measured from low-pass filtered traces
at the peak of the calcium response, which was delayed by 15 ms relative to
the Vm peak. A linear fit of the subthreshold values was extrapolated toward
higher �Vm values and did not cross the data points for APs, thereby reflecting
a steplike relationship between �F/F0 and �Vm. This plot contains points
attributed to both alpha current injection (black, data from 11 cells) and
extracellular synaptic stimulation (magenta, data from 8 cells).
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driven by synaptic potentials. The majority of the CaSD signal
(which is not blocked by D-APV/CNQX) is likely evoked by
the direct stimulation of APs in neurons with axons near the
stimulation electrode.

To separate the stimulation site from the measuring location
and, in addition, to excite the cortical network in a more
physiological manner, we prepared thalamocortical slices (Ag-
mon and Connors 1991), with CaSD injected into the barrel
cortex (Fig. 2E). Stimulation of the VPM nucleus of the
thalamus evoked calcium signals in the connected layer 4
barrels (Beierlein et al. 2002; MacLean et al. 2005). These
thalamically evoked responses were almost completely abol-
ished by blockade of postsynaptic ionotropic glutamate recep-
tors. We found that bath application of 50 �M D-APV and 10
�M CNQX reduced the peak of the thalamic evoked cortical
CaSD response to 7.6 � 1.6% of the control response (n 	 10
slices; Fig. 2E). These calcium transients are therefore not

mediated by signals in the thalamic axons, but instead are
likely to relate primarily to cortical action potentials evoked
after the release of glutamate from the thalamocortical syn-
apses.

Consistent with our cellular measurements (Fig. 1), these
data from neuronal networks suggest that VSD signals measure
predominantly PSPs and that CaSD signals measure local AP
activity. We therefore applied these two optical techniques to
image the spatiotemporal dynamics of subthreshold and su-
prathreshold activity evoked by electrical stimulation of a layer
4 barrel in the mouse somatosensory cortex (Fig. 3; Supple-
mental Movie 1). Excitation began in the stimulated layer 4
barrel, then spread in a columnar fashion into layer 2/3, and
finally into neighboring columns. In layer 2/3 of the neighbor-
ing barrel column, the VSD response was reduced to 71.7 �
9.3% (n 	 9 slices) and the CaSD response was reduced to
25.5 � 4.0% (n 	 13 slices) of the peak response in the
stimulated layer 4 barrel (P 	 0.0001; Fig. 3C). These data
likely reflect a signaling sequence that begins with the stimu-
lation of APs in layer 4 evoking PSPs in the columnar layer 2/3
through the strong axonal projection from layer 4 to layer 2/3
(Laaris and Keller 2002; Petersen and Sakmann 2001; Wirth
and Lüscher 2004). If in turn the layer 2/3 neurons fire APs,
then these will evoke PSPs across a large area of cortex
through the extensive horizontal axonal arborizations of the
layer 2/3 pyramidal neurons (Petersen et al. 2003a). The VSD
signal therefore spreads further than the CaSD signal, which
remains more tightly localized to the stimulus location. These
results are consistent with the hypothesis that VSD images
PSPs, which originate from neurons firing APs localized close
to the stimulating electrode and are imaged with CaSD.

In vivo VSD and CaSD imaging of neocortical
sensory processing

To investigate the spatiotemporal dynamics of sensory pro-
cessing evoked by whisker deflection, we recorded VSD
RH1691 and CaSD OGB-1 signals in vivo from layer 2/3 of the
barrel cortex of anesthetized mice. The staining and imaging
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FIG. 2. Kinetic and pharmacological profile of electrically evoked VSD and
CaSD signals in the mouse barrel cortex and thalamocortical neuronal network
in vitro. A: schematic drawing of the recording arrangement. An extracellular
electrical stimulus was delivered to a layer 4 barrel in a parasagittal slice
labeled with VSD RH1691 and CaSD OGB-1. A whole cell (WC) recording
from a layer 2 neuron was performed simultaneously with imaging. B: example
membrane potential recordings in C relate to the biocytin-filled layer 2 neuron
and the 100 � 100-�m purple square is the area from which the fluorescence
changes in C were quantified. C: stimulation in the layer 4 barrel evoked
changes in fluorescence relating to network depolarization and changes in Vm

of the layer 2 cell monitored by WC recording. Stimulus was repeated 10–25
times under different pharmacological conditions: control, D-2-amino-5-phos-
phonovaleric acid (D-APV, 50 �M)/6-cyano-7-nitroquinoxaline-2,3-dione
(CNQX, 10 �M), and tetrodotoxin (TTX, 1 �M). D: normalized amplitudes of
the evoked VSD, CaSD, and WC signals across all experiments are shown for
the different conditions. VSD and WC responses were completely blocked by
D-APV/CNQX, whereas the majority of the CaSD response remained intact.
Under TTX, all responses were completely blocked. E: CaSD was injected into
layer 4 of the barrel cortex of thalamocortical slices (brightfield image, top
left). Thalamic stimulation evoked cortical CaSD signals, which were quanti-
fied in layer 4 (bottom left image with color-coded response amplitude; field of
view (FOV) indicated by black outline in the brightfield image). Cortical CaSD
signals could be blocked by bath application of D-APV/CNQX (bottom right
image and top right traces quantified from area outlined by the magenta
square).
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procedures did not alter cortical sensory processing as assessed
by intrinsic optical imaging (Supplementary Fig. 1; Slovin et
al. 2002). The in vivo VSD and CaSD fluorescence measure-
ments were combined with WC recordings targeted to layer 2/3
neurons in the C2 barrel column (n 	 7 cells, each in a
different mouse). The optical signals were quantified over a
barrel-sized area, immediately surrounding the recorded neu-
ron. The C2 whisker was deflected in a highly controlled
manner and each whisker deflection measured with an optical
displacement sensor. Layer 2/3 neurons typically responded
with large subthreshold Vm depolarizations accompanied by
APs on some trials (Fig. 4, A–E; peak whisker deflection
averaged across the seven experiments was 33 � 1 �m). The
time course of the VSD signal closely followed Vm changes
both in individual experiments (Fig. 4, A–C) and in the traces
computed by averaging across the seven experiments (Fig. 4, D
and E). Our in vivo VSD measurements thus reflect the mean
Vm changes of layer 2/3 neurons. These Vm changes in re-
sponse to whisker stimulation were almost entirely dominated
by subthreshold activity. Comparing averages of raw Vm with
averages of median-filtered Vm (the median filter used was
adjusted in a way that APs were specifically removed) showed
that APs made very little impact on the averaged evoked Vm
response (Fig. 4D).

The CaSD signal evoked by whisker deflection also showed
a rapid onset, but it was somewhat delayed relative to the VSD
signal (difference 2.9 � 1.2 ms; n 	 11 animals, P 	 0.019).
The CaSD signal lasted longer than the VSD signal (222 � 26
vs. 97 � 11 ms half-width). The delayed calcium response can
relate to the fact that the neurons first need to depolarize
through summation of PSPs before reaching AP threshold. In
our WC recordings the delay between PSP onset and the first
occurring AP was 7.7 � 2.6 ms (n 	 7 cells, range 0.9–21.7
ms). The correlation of single-cell Vm and the VSD signal
suggests that, on the scale of a single barrel, many neurons
behave in a similar subthreshold manner.

Similar to our observations in vitro (Fig. 2, C–E), we found
that topical application of 500 �M D-APV and 125 �M CNQX
to the cortical surface blocked the sensory response measured
with both CaSD and VSD after a 10 min wash-in period (Fig.
4, F and G). Both VSD and CaSD therefore predominantly

measure the local cortical processing of sensory information
rather than axonal signals from long-range (e.g., thalamocor-
tical or corticocortical) inputs.

CaSD and VSD spatiotemporal dynamics

Different stimulation strengths evoked different temporal
and spatial patterns of activity and an example experiment is
shown in Fig. 5, A–C. At low stimulation strength (peak
whisker displacement amplitude 14 �m) localized VSD re-
sponses could be observed without any CaSD signal (Fig. 5A).
This likely reflects subthreshold potentials in layer 2/3 neurons
without evoking APs. In contrast, at an intermediate stimula-
tion strength (peak whisker displacement amplitude 18 �m),
the VSD signal spreads and a localized CaSD signal was
recorded (Fig. 5B). The spreading VSD signal likely results
from AP firing of layer 2/3 neurons in the C2 barrel column
evoking PSPs on target cells distributed across the extensive
lateral axonal arborizations of the L2/3 pyramidal neurons. A
stronger stimulus (peak whisker displacement amplitude 26
�m) evoked spreading VSD and CaSD signals (Fig. 5C). The
horizontal spread of VSD and CaSD signals evoked by C2
whisker stimulation was quantified in seven experiments by
comparing the peak amplitude of evoked responses in the C2
barrel column relative to a location about 500 �m away. The
VSD signal evoked by an intermediate whisker stimulus (19 �
3 �m) was reduced to 34 � 3% and the CaSD response was
reduced to 14 � 2% (n 	 7, P � 0.01). Increasing stimulation
strength increased both the amplitude and spread of the evoked
responses. Doubling whisker deflection amplitude (38 � 4
�m) increased peak responses in the C2 barrel column to
161 � 8% for VSD and to 259 � 52% for CaSD. In a region
about 500 �m away from the C2 barrel column, the VSD
response amplitude was reduced to 59 � 4% and the CaSD
signal was reduced to 28 � 5% (n 	 7, P � 0.001). In vivo
CaSD signals evoked by sensory stimuli thus remain signifi-
cantly more localized compared with the VSD signals, which
can spread over large cortical areas. These results are consis-
tent with small suprathreshold receptive fields reflected in
localized CaSD signals and larger subthreshold receptive fields
(Brecht et al. 2003; Moore and Nelson 1998; Petersen and
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FIG. 3. Spatiotemporal dynamics of electrically evoked VSD and CaSD signals in the mouse barrel cortex neuronal network in vitro. A: brightfield micrograph
of a parasagittal mouse somatosensory cortical slice showing the position of the stimulation electrode in a selected layer 4 barrel (same slice as B). Area enclosed
by the black line reflects the FOV of the high-speed camera. Cortex within the FOV was evenly stained with VSD RH1691 and CaSD OGB-1 AM. B: cortical
spatiotemporal dynamics of the VSD and CaSD signals evoked by a layer 4 barrel stimulation. VSD signal starts early after stimulation at 0 ms and spreads to
both supra- and infragranular layers, where it also propagates laterally to neighboring columns. CaSD signal in contrast is slower with respect to both rise and
decay and remains more localized. C: spatial spread of the VSD and CaSD signals was quantified in layer 2/3 of the neighboring column relative to the signal
evoked in the stimulated layer 4 barrel.
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Diamond 2000; Wilent and Contreras 2005; Zhu and Connors
1999) imaged as spreading VSD signals.

Cortical responses evoked by identical whisker stimuli are
highly variable from trial to trial (Arabzadeh et al. 2005;
Crochet and Petersen 2006). An interaction of ongoing spon-
taneous activity with the evoked response can largely account
for the response variability, with small responses, both in terms
of PSPs and APs, being evoked during spontaneous depolar-
izations (Petersen et al. 2003b; Sachdev et al. 2004). To
investigate the single-trial variability of the evoked responses,
we made simultaneous fluorescence measurements of VSD and
CaSD signals using two cameras. Single-sweep simultaneous

VSD and CaSD recordings revealed strong variability in both
optical signals (Fig. 6A, n 	 7 mice). The sensory-evoked
CaSD and VSD response amplitudes covaried trial by trial,
with small CaSD signals accompanying small VSD signals and
large CaSD signals accompanying large VSD signals. These
results are consistent with both evoked APs (reflected in the
CaSD signal) and evoked PSPs (reflected in the VSD signal)
competing with the spontaneous activity (Petersen et al. 2003b;
Sachdev et al. 2004). The spontaneous activity itself, occurs as
propagating waves, which are nearly simultaneous in CaSD
and VSD signals (Fig. 6B; Supplemental Movie 2). Topical
application of 500 �M D-APV and 125 �M CNQX to the
cortical surface after 10 min blocks this spontaneous activity as
measured by both VSD and CaSD (Fig. 6, C and D). These
spontaneous fluorescence changes similar to the evoked sen-
sory responses are thus also dominated by local cortical activ-
ity rather than long-range axonal signals.

Deep isoflurane anesthesia suppresses CaSD signals more
than VSD signals

We were interested to see whether further experimental
conditions could be found that would affect the CaSD and the
VSD responses differently, in addition to the effect of varying
stimulus strength described earlier. Striking differences were
found between the two optical signals measured under different
levels of anesthesia. We imaged both CaSD and VSD re-
sponses under different concentrations of isoflurane and found
that VSD responses were relatively little affected by depth of
anesthesia (Ferezou et al. 2006), whereas CaSD responses were
strongly suppressed by anesthesia (Fig. 7A). Deep (1.5–2%)
isoflurane anesthesia reduced the whisker-evoked response
amplitude to 85.7 � 13.5% for VSD and to 33.4 � 6.8% for
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FIG. 4. Combined VSD and CaSD imaging in vivo in the mouse somato-
sensory barrel cortex. A: WC recording from a layer 2/3 neuron located in the
C2 barrel column. C2 whisker was briefly deflected at the time indicated by the
dotted line with a peak stimulus amplitude of 33 �m. Ten superimposed
sweeps are shown. A depolarizing sensory response is consistently observed
that is dominated by subthreshold depolarization. In 3 sweeps APs were
evoked. B: VSD RH1691 and the CaSD OGB-1 responses were measured in
the C2 column during the WC recording. Superimposed time courses of the
averaged VSD response (red trace, above) and the averaged Vm (black trace).
Averaged CaSD OGB-1 response (blue trace, below) has slower kinetics; for
comparison the Vm trace (black trace) is superimposed. C: averaged VSD
signal plotted as a function of change in membrane potential (�Vm) for this cell
indicated a close to linear relationship. D: averaged Vm (black trace) changes
recorded in 7 cells located in layer 2/3 of the C2 barrel column in 7 different
mice. Responses were evoked by C2 whisker stimulus (mean peak stimulus
amplitude 33 � 1 �m) and recorded simultaneously with the imaging.
Superimposed green trace is the result of median filtering to remove APs from
the Vm traces. APs make very little impact on the averaged Vm trace.
Differences between the averaged original data and the averaged median
filtered data are shown in the solid green plot below. Peristimulus time
histogram (PSTH, below) averaged across all 7 cells shows when APs were
evoked in the WC recordings on trials with (green bars) or without (red bars)
whisker stimulus. Firing rate is plotted as the probability of an AP being
evoked per stimulus per 2.5-ms time-bin. E: averaged across all experiments,
the time course of the VSD response (red trace, above) with the Vm (black
trace) superimposed. Averaged across all experiments, the time course of the
CaSD response (blue trace, below) with the Vm trace (black trace) superim-
posed. F: an example experiment showing that the topical application of 500
�M D-APV and 125 �M CNQX to the cortical surface blocked the sensory-
evoked responses measured with both VSD and CaSD. G: summary data for
experiments involving pharmacological blockade of ionotropic glutamate re-
ceptors show that peak response amplitudes of both CaSD and VSD sensory-
evoked signals were strongly reduced (n 	 4).
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CaSD relative to the responses recorded at low (0.5–1%)
concentrations of isoflurane (Fig. 7B). Because our results
suggest that the VSD signals reflect subthreshold Vm changes
and CaSD reflects suprathreshold signaling (Figs. 1–5), these
data then suggest that increasing isoflurane concentration
strongly reduces AP firing with a much smaller effect on
subthreshold PSPs. To test whether these observations hold
true at the level of individual neurons, we made whole cell Vm

recordings to study evoked responses at different concentra-
tions of isoflurane. Some cells responded with only subthresh-
old PSPs (Fig. 7C) and others also fired APs (Fig. 7D). Deep
isoflurane anesthesia reduced PSP amplitude to 73.8 � 9.5%
(n 	 8) and reduced evoked AP activity to 2.0 � 2.2% (n 	
5) of the evoked response recorded under light isoflurane
anesthesia (Fig. 7E). Increased isoflurane anesthesia therefore
slightly reduces evoked synaptic depolarization of cortical
neurons and strongly reduces AP firing. The nonlinear thresh-
old for AP initiation likely allows a small reduction in VSD
signal and PSPs to be translated into a large reduction in CaSD
signal and suprathreshold activity.

D I S C U S S I O N

We have demonstrated that VSD and CaSD epifluorescence
measurements can be combined to image the spatiotemporal
dynamics of cortical activity both in vitro and in vivo. The
VSD signal was found to correlate with subthreshold mem-
brane potential changes and the CaSD signal reflected predom-
inantly action potential firing. We therefore imaged in vivo
VSD and CaSD to define the sub- and suprathreshold spatio-
temporal dynamics in layer 2/3 of spontaneous activity and
sensory processing evoked with different stimulus strengths
and under different conditions of isoflurane anesthesia.

Imaging membrane potential with VSD and action potentials
with CaSD

In vivo, the time course of the VSD RH1691 fluorescence
followed Vm changes recorded in individual layer 2/3 neurons
of mouse somatosensory barrel cortex (Fig. 4, A–C), similar to
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lation strengths imaged in vivo with VSD and CaSD. A: both the temporal
and spatial dynamics of the signals depend on stimulus strength. Top: time
course of the C2 whisker stimulus measured by an optical displacement
sensor about 1 mm from the base of the whisker. Color-coded images show
temporally averaged VSD responses evoked by the whisker stimulus.
Barrel map derived from cytochrome oxidase staining and aligned using the
blood vessel pattern is superimposed in white on the VSD images. Three
locations where CaSD was injected in this experiment are indicated in thick
(C2 barrel column), medium (between � and B1 barrel columns), and thin
circles (dysgranular zone). Time course of VSD signals (red traces) and
CaSD signals (blue traces) were calculated within a radius of about 150 �m
centered on these locations and the thickness of the traces codes the
location. At low stimulus strengths there is no CaSD signal and only a
localized VSD response can be observed. B: at intermediate stimulus
strengths the VSD response spreads and a localized CaSD response is
recorded. C: at high stimulus strengths both VSD and CaSD signals spread.
These results demonstrate qualitatively different processing regimes in the
barrel cortex.
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FIG. 6. Single-trial simultaneous VSD and CaSD imaging of evoked re-
sponses and spontaneous activity. A: example of the time course of a simul-
taneously recorded single trial VSD RH1691 and CaSD OGB-1 whisker-
evoked response (far left). Average of 100 evoked responses (middle left). On
an expanded temporal scale, the VSD response is observed to precede the
CaSD response (middle right). Quantifying the peak evoked response ampli-
tude on each individual trial indicates that the VSD and CaSD responses
covary (far right). B: spontaneous activity was also closely correlated between
VSD and CaSD signals. Spontaneous activity occurred as propagating waves
(below, gaussian spatially filtered VSD images show the time period shaded in
gray). C: example traces showing that the application of D-APV and CNQX to
the cortical surface blocked spontaneous activity measured with both VSD and
CaSD. D: spontaneous activity before and after application of 500 �M D-APV
and 125 �M CNQX was quantified by calculating the SD of the fluorescence
traces (n 	 4).
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results described previously in rat barrel cortex (Petersen et al.
2003a,b) and mouse barrel cortex (Ferezou et al. 2006). Com-
plete truncation of action potentials through median filtering
makes only a small difference to the mean Vm trace (Fig. 4, D
and E). Experimentally, it is therefore clear that APs contribute
little directly to the ensemble network membrane potential
changes. The absence of a substantial direct AP-related VSD
signal, while imaging network activity, can also be understood
in terms of the relative ensemble electrical impact of APs
versus PSPs. A single AP in a single pyramidal neuron will
directly cause a depolarization of approximately 1 cell � 100
mV � 1 ms (�100 mV�ms). However, the synaptic impact of
this single AP on surrounding postsynaptic neurons in the

network is orders of magnitude larger, causing a network
depolarization of approximately 1,000 cells � 1 mV � 25 ms
(�25,000 mV�ms). The Vm changes observed in the averaged
traces of the WC recording and the accompanying VSD signals
are therefore dominated by subthreshold Vm changes. This
situation applies to networks where neurons are on average far
from threshold and require substantial depolarization to evoke
an action potential. This is the case for both the in vitro and the
in vivo measurements. The correlation of single-cell Vm and
the VSD signal suggests that, on the scale of a single barrel,
many neurons behave in a similar subthreshold manner and it
is likely that specificity in encoding information arises from the
subset of neurons that reach threshold to fire action potentials.

Because the VSD stains the brain tissue nonspecifically,
changes in Vm of glial cells will also contribute to the fluores-
cence signals. However, this is likely to be a small effect
because glial responses to direct neuronal transmitter release
have small amplitudes as a result of the relatively high glial
membrane conductance (Lin and Bergles 2004) and because
glial VSD responses resulting from increased extracellular
potassium concentrations have much slower kinetics (Konnerth
et al. 1987).

CaSD signals require AP firing and reflect suprathreshold
neuronal activity. In addition to the AP-evoked calcium sig-
nals, we found only a minor subthreshold contribution (esti-
mated to be roughly 2% of the AP-evoked calcium signal in the
cellular measurements; Fig. 1, F and G). The nonspecific
loading with AM esters labels both neurons and glia, both of
which might contribute to our calcium measurements. How-
ever, it was recently demonstrated that glial and neuronal
calcium signals do not temporally correlate (Nimmerjahn et al.
2004) and that sensory-evoked glial calcium signals are nearly
two orders of magnitude slower in onset and duration com-
pared with neuronal calcium signals (Wang et al. 2006). The
calcium signals evoked by sensory or electrical stimulation that
we recorded are fast, linked to neuronal activity, and are thus
unlikely to substantially involve glial calcium signals. We did
not observe slow CaSD signals unrelated to VSD signals,
although very slow signals are more difficult to detect and so
may have gone unnoticed. We conclude that the CaSD signals
we observed are likely to result predominantly from AP firing
in neurons (Smetters et al. 1999). In particular, local action
potential activity seems to play a dominant role for the calcium
signal we measured, whereas long-range axonal signals from
the thalamus or other cortical areas appear to make only a
minor contribution (Figs. 2E, 4, F and G, and 6, C and D). In
contrast, the VSD signal is driven by PSPs and dominated by
changes in neuronal subthreshold Vm which it follows with
millisecond precision. Although VSD and CaSD signals are
clearly related, the highly nonlinear aspect of AP generation
allows the two signals to be differentially manipulated.

Imaging sensory processing with VSD and CaSD

Whisker deflections evoke responses in the primary so-
matosensory barrel cortex, through a signaling pathway
from the trigeminal nerve to the brain stem, and then to the
thalamus, which provides input to the neocortex. Three
qualitatively different processing modes of layer 2/3 barrel
cortex were observed depending on the strength of the
whisker stimulus. The weakest stimuli evoked localized
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FIG. 7. Deep isoflurane anesthesia strongly suppresses evoked CaSD sig-
nals and APs with a smaller reduction in VSD signals and postsynaptic
potentials (PSPs). A: increasing the isoflurane concentration in this example
experiment did not change the peak VSD RH1691 signals evoked by whisker
stimulation, but strongly reduced CaSD OGB-1 signals (each trace is an
average of 10 trials). B: plot of the ratio of the peak response amplitude evoked
during deep anesthesia (1.5–2% isoflurane) relative to light anesthesia (0.5–1%
isoflurane) for VSD and CaSD signals (gray circles represent individual
experiments with a line linking VSD and CaSD measurements; black circles
show the average � SE, n 	 7). VSD signal was weakly reduced during deep
isoflurane anesthesia, whereas the CaSD response was strongly suppressed. C,
top: 10 superimposed individual sweeps of evoked PSPs measured with a WC
recording under 0.75% isoflurane (left) and 1.5% isoflurane (right). Increasing
the concentration of isoflurane did not affect the amplitude of PSPs evoked by
whisker stimulation (averaged sweeps below). D: in a different cell, which
responded with suprathreshold activity to whisker deflection during light
isoflurane anesthesia, the AP firing was almost abolished at deeper isoflurane
anesthesia. Ten superimposed trials are shown (above) at 0.75% isoflurane
(left) and 1.5% isoflurane (right). PSTH for this cell is plotted below, quanti-
fied as the probability of evoking an AP in a given 2-ms time bin. E: plot of
the ratio of the evoked PSP amplitude and APs during deep isoflurane
anesthesia (1.5–2%) relative to light isoflurane anesthesia (0.5–1%) (gray
circles represent individual experiments). APs were not evoked in all neurons
and a line links experiments where both PSPs and APs were recorded. Black
circles show the average � SE; n 	 8 PSPs; n 	 5 APs. PSP amplitude is
much less affected than AP firing by increasing isoflurane anesthesia, mirror-
ing the strong reduction in CaSD signals with smaller effects on the VSD
signals described earlier.
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VSD signals without any CaSD signal, implying a localized
subthreshold excitation without supragranular AP activity.
Such a local subthreshold signal could modulate other
inputs, for example, by summating with other sensory inputs
from neighboring whiskers, other sensory modalities, or
with top-down influences. Intermediate stimuli evoked
propagating PSPs with localized suprathreshold signals in
layer 2/3. In response to this intermediate stimulation
strength, the sensory processing of the single whisker stim-
ulus in terms of action potential activity is therefore re-
stricted to the principal whisker barrel column, although the
spreading subthreshold VSD signal would allow multiwhis-
ker integration to occur. The strongest stimuli evoked prop-
agating VSD and CaSD signals. Therefore even a single
whisker, if deflected sufficiently strongly, can evoke a
propagating wave of sensory responses involving regenera-
tive AP firing. These data are in good agreement with
receptive field analysis of individual neurons in layer 2/3 of
barrel cortex, which are very broad at the subthreshold level,
but show more tightly tuned suprathreshold classical recep-
tive fields (Brecht et al. 2003; Moore and Nelson 1998;
Petersen and Diamond 2000; Simons 1978; Wilent and
Contreras 2005; Zhu and Connors 1999).

Deep isoflurane anesthesia strongly reduces evoked action
potentials and CaSD signals

In a further test to probe the relationship of the VSD and
CaSD signals, we found that the level of isoflurane anes-
thesia led to appreciable differences in the behavior of the
two fluorescence signals. The VSD signals and PSPs were
only weakly affected by increasing isoflurane concentration,
whereas the CaSD signals and APs were strongly suppressed
(Hentschke et al. 2005). Even small changes in subthreshold
activity may strongly affect suprathreshold activity at low
firing rate conditions (Brecht et al. 2003; Crochet and
Petersen 2006). Thus the action of isoflurane is likely to
reflect a small change in subthreshold activity that nonlin-
early translates into a strong effect in action potential
discharge. Equally, one can construct a membrane potential
trajectory by summing either many or few excitatory and
inhibitory synaptic inputs. It might therefore be possible to
record a similar PSP resulting from sparse AP firing com-
pared with higher levels of AP activity, simply by appro-
priately balancing excitation and inhibition. Finally, the
large CaSD signal at low anesthesia might suggest that AP
firing rates are considerably higher in awake mice than in
mice under deep anesthesia. Independent of the underlying
mechanisms, these results stress the importance of measur-
ing with both dyes because together they give information,
which imaging either dye alone could not provide. The
nonlinear function linking Vm to firing rate makes it difficult
to relate PSPs to APs at a network level. The combined
imaging approach presented here is thus likely to be a useful
experimental tool for many investigators probing cortical
network properties and seeking to differentiate between sub-
and suprathreshold effects of a specific manipulation.

Outlook and limitations

The current technique is attractive in that it is relatively
simple, requiring only epifluorescence optics and a fast

camera. The data collected by this method demonstrate that
CaSD and VSD signals can be recorded in the same prep-
aration with millisecond time resolution and that they image
different aspects of cortical function, with the VSD reflect-
ing subthreshold PSPs and the CaSD being dominated by
APs. Currently, these methods applied in vivo are well
suited only for the study of supragranular layers because
VSD RH1691 does not penetrate deeply into the cortex
(Supplementary Fig. 1; Ferezou et al. 2006). Also the
fluorescence excitation light is unlikely to penetrate sub-
stantially below the supragranular layers and indeed the blue
light needed to excite OGB-1 will penetrate less deeply into
the brain than the red excitation light for VSD RH1691.
Equally, the clear correlation between the VSD signal and
subthreshold activity that we observe in the neocortex may
not hold true for other brain areas. In hippocampal Schaffer
collaterals, a high degree of synchronized action potential
activity results in the detection of the suprathreshold activity
with VSDs (Grinvald et al. 1982). Comparably, highly
synchronous spiking activity of thalamocortical axons tra-
versing the striatum can be observed with RH1691 in
thalamocortical slices after stimulation in the thalamus
(Neubauer and Berger, unpublished observations). In the
cortical gray matter, however, the part of the VSD signal
related to spiking activity (compare Fig. 1D) is extremely
small because only a small fraction of membranes experi-
ence an action potential, but all neuronal membranes expe-
rience subthreshold depolarization. Thus either dye alone
(VSD or CaSD) does not seem to be well suited to reflect the
complexity of electrical signals in the cortical network. The
CaSD responses measured under our conditions with epiflu-
orescence do not have a dynamic range that allows the
detection of subthreshold activity and VSDs on the gray
matter network level do not reflect AP activity. However,
what initially seems to be a limitation turns into an advan-
tage if both dyes are used together, as done in this study for
the first time. A combined use of VSDs and CaSDs enables
the simultaneous but separate study of synaptic and action
potential activity in the barrel cortex.

Using two-photon microscopy combined with OGB-1 AM
labeling, Kerr et al. (2005) previously described the detection
and separation of local input and output activity in neocortex
by imaging the fluorescence of a single dye. Fluorescence
changes in the neuropil were suggested to relate to axonal
calcium transients, which would reflect local synaptic input.
Somatic fluorescence changes resulted directly from action
potential discharge of the imaged neuron, which thus provided
a measure of output. With epifluorescence optics, the calcium
signals of incoming long-range axons do not seem to have a
major impact on the overall calcium signal (Figs. 2E and 4, F
and G). Thus the calcium signal in our study appears to reflect
only the local action potential activity of the local cortical area
imaged.

A disadvantage for the use of CaSDs in vivo (in contrast
to VSDs) is the need to inject the AM ester dye. AM esters
can be applied with pipettes into the brain but they stain
only neurons in a small volume of about 300-�m diameter
(Stosiek et al. 2003). In a spatially restricted field of three
cortical columns in a parasagittal slice, a complete staining
can be achieved (Fig. 3), but even with many injections we
were unable to obtain uniform staining of a complete cra-
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niotomy measuring several millimeters in diameter. Our
analyses of the spatial extent of CaSD signals in vivo (Fig.
5) was therefore limited to three well-defined separate
injection spots across the cortical map. This spatially re-
stricted labeling is of course true for both epifluorescence
and two-photon imaging. However, two-photon imaging is
generally applied at high magnification and correspondingly
small fields of view, which can be stained easily with one
AM ester injection (Kerr et al. 2005; Stosiek et al. 2003).
The recent development of transgenic mice expressing ge-
netically encoded calcium-sensitive fluorescent proteins
may provide an approach to wide-field epifluorescence mea-
surements of calcium signaling in vivo (Diez-Garcia et al.
2005; Hasan et al. 2004; Nagai et al. 2004). However,
current data suggest that the genetically encoded calcium
indicators are not sensitive to single action potentials (Polo-
gruto et al. 2004). In the rodent somatosensory cortex,
where low-frequency action potential firing was previously
observed (both for spontaneous and evoked activity) (Brecht
et al. 2003; Crochet and Peterson 2006), the genetically
encoded calcium indicators might then miss the majority of
activity.

Our approach of wide-field epifluorescence imaging of
CaSDs and VSDs therefore appears to be a promising combi-
nation to study different aspects of cortical computation. Such
simultaneous imaging of subthreshold and suprathreshold neu-
ronal activity will help advance our understanding of sensory
processing.
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“Modulation of Network Activity through GABAB receptor-mediated  

Tonic Inhibition in the Rat Medial Prefrontal Cortex In Vitro” 

 

Ying Wang, Kay Thurley, Florian B. Neubauer & Hans-Rudolf Lüscher (submitted). 

 

 

A given neurotransmitter can elicit effects on postsynaptic cells on different time scales. Besides 

the rate at which a neurotransmitter is removed from its receptor by cleavage or reuptake, 

specific properties of the receptor molecules influence the duration of neurotransmitter 

activity. Ionotropic receptors, which mediate a fast onset of the effect upon transmitter binding 

by opening ion channels, come in a variety of isoforms which provide different affinity and 

kinetics of inactivation. Metabotropic receptors act via signal transduction cascades, which can 

tune the duration of transmitter effects over a wide range. In the case of the inhibitory 

neurotransmitter γ-aminobutyric acid (GABA), short-living effects on the postsynaptic 

membrane potential which follow the time course of synaptic events have been termed “phasic 

inhibition” whereas effects lasting longer than that have been termed “tonic inhibition”. Tonic 

inhibition lowers the baseline of excitability of neurons, reducing their availability for being 

recruited into an active assemblies in the network. Therefore tonic inhibition also affects the 

intensity and characteristics at the level of network activity. It has been shown previously that 

GABA elicits tonic inhibition via high-affinity isoforms of ionotropic GABAA receptors. 

Publication 4 employs electrophysiological recordings, CASD epifluorescence imaging, and 

pharmacological tools in a preparation of the medial prefrontal cortex in vitro 

1) to reveal that metabotropic GABAB receptors are a second source for tonic inhibition besides 

the known GABAA effects. 

2) to classify the downstream ion channels which mediate GABAB-dependent tonic inhibition. 

3) to show the impact of GABAB-dependent tonic inhibition on the excitability of layer 2/3 

pyramidal cells. 

4) to quantify the effect which this reduced excitability of single cell has on network activity, 

measured either as the frequency of EPSCs impinging on a single neuron or as the duration and 

spatial extent of spontaneous network upstates. 

Taken together, the results show that ambient GABA can induce a tonic inhibition via GABAB 

receptors, which is powerful enough to modulate the excitability of single neurons as well as the 

states of cortical activity. 
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Abstract: 

GABA is known to mediate tonic inhibition via extrasynaptic GABAA receptors. In 

this paper we demonstrate that a tonic GABAB receptor-dependent outward 

current is present in L2/3 pyramidal cells of rat medial prefrontal cortex in vitro 

and leads to a tonic inhibition of the neurons. It has been reported that 

postsynaptic GABAB receptors mediate their effects via G protein-coupled 

inwardly rectifying potassium (GIRK) channels. We also found GABAB receptor-

dependent currents to be in part GIRK channel-mediated. However, a second 

non-GIRK channel component was present in our experiments. Furthermore, we 

found tonic GABAB currents to co-exist with tonic GABAA currents, when ambient 

GABA levels were increased to concentrations found in vivo and/or GABA uptake 

was blocked. Evaluating the impact of GABAB receptor-mediated tonic current on 

the excitability of pyramidal neurons, we found that GABAB receptor activation 

shifts the input-output function to the right without affecting its slope. 

Electrophysiological recordings and epifluorescence Ca2+-imaging experiments 

indicated that GABAB receptor-mediated tonic inhibition is capable of regulating 

network activity, as seen in the frequency of EPSCs impinging on a neuron and 

the duration and spatial extent of network upstates. These results show that 

ambient GABA via GABAB receptors can induce a tonic inhibition, which is 

powerful enough to modulate neuronal excitability, neural networks and thus 

behaviorally relevant states of cortical activity. 
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Introduction  

GABA (γ-aminobutyric acid) is the main inhibitory transmitter in the mammalian 

central nervous system. Apart from phasic inhibitory signals, GABA mediates 

tonic inhibition via extrasynaptic GABA receptors activated by ambient GABA in 

the extracellular space. Classically, tonic inhibition was reported to be GABAA-

mediated (Brickley et al. 1996; Stell and Mody 2002). It operates on a very slow 

time scale and can modulate neuronal excitability with profound consequences 

on network behavior (Semyanov et al. 2004). 

Postsynaptic GABAB receptors are metabotropic receptors. They activate G 

protein-coupled inwardly rectifying potassium channels (GIRKs or Kir-3) leading 

to hyperpolarization of the neurons (Cruz et al. 2004; Cryan and Kaupmann 2005; 

Labouebe et al. 2007; Lüscher et al. 1997). Recent ultrastructural studies 

demonstrated that most postsynaptic GABAB receptors are located 

extrasynaptically and are likely to be activated by ambient GABA arising from 

“spill-over” at highly active adjacent synapses and being “pooled” under 

regulation of GABA-uptake back into neurons and glial cells (Kulik et al. 2006; 

Kulik et al. 2003). Single action potentials in GABAergic cortical neurogliaform 

cells can generate GABAB-mediated IPSPs in postsynaptic cells (Price et al. 

2005; Tamás et al. 2003) and single inhibitory axons in the cerebellar glomerulus 

are capable of activating GABAB receptors and in turn suppress excitatory 

transmission (Mitchell and Silver 2000).  

GABAB receptors mediate inwardly rectifying K+-currents, when activated by 

the GABAB agonist baclofen at micro-molar concentrations (Cruz et al. 2004). 
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Hence postsynaptic GABAB receptors are in a position to substantially affect 

neuronal excitability and network activity. To our knowledge, no postsynaptic 

GABAB receptor-mediated tonic inhibition has been reported so far in the acute 

slice preparation of rat brains in vitro. However, there is evidence for presynaptic 

GABAB receptor-mediated tonic inhibition (Lei and McBain 2003; Liu et al. 2006). 

In addition, activation of extrasynaptic GABAB receptors has profound 

consequences for rhythmic activity, e.g., in the hippocampus (Brown et al. 2007; 

Scanziani 2000) and the olfactory bulb (Karpuk and Hayar 2008).  

In this paper we demonstrate a tonic outward current mediated by GABAB 

receptors in L2/3 pyramidal cells of rat medial prefrontal cortex (mPFC) in vitro. 

Activation of the tonic GABAB current shifted the current-frequency relationship of 

these neurons to higher rheobase current and had a profound impact on network 

activity in the rat mPFC slice. In particular, we investigated the effect of GABAB 

receptor-mediated tonic inhibition on up- and downstate activity. This slow 

oscillatory network behavior is characterized by periods of membrane 

depolarization due to augmented synaptic activity, called upstates, that alternate 

with hyperpolarized periods, called downstates (Shu et al. 2003). Up- and 

downstate activity is observed in vivo during slow-wave sleep and under 

anesthesia (Cowan and Wilson 1994; Luczak et al. 2007; Metherate and Ashe 

1993; Steriade et al. 1993) and has been reproduced in cortical slices, where it 

was investigated electrophysiologically (Sanchez-Vives and McCormick 2000) 

and with calcium imaging (MacLean et al. 2005). We show that ambient GABA 
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via postsynaptic GABAB receptors controls the duration and spatial extent of 

upstates. 

 

Materials and Methods 

Slice preparation and electrophysiology: All experimental procedures were 

performed according to the Ethical Principles and Guidelines for Experiments on 

Animals of the Swiss Academy of Medical Sciences. As described in Hempel et 

al. 2000, coronal slices of the rat brain (300 μm) (Microm HM 650V, Walldorf, 

Germany) containing the mPFC were prepared from Wistar rats of two different 

age groups (p28 to p36, mean: p32, n=99, and p10 to p14, mean: p12, n=17). 

Whole-cell patch-clamp recordings were made at 32°C from the soma of layer 

2/3 neurons, visualized with IR-DIC contrast. Currents were amplified (Axonpatch 

200A, Molecular Devices, USA), filtered (3 kHz) and digitized at 10 kHz with a 

Digidata 1322A A/D converter (Molecular Devices, USA) using Clampex 8.1 

software (Molecular Devices, USA). Depolarizing current steps were used to 

characterize the firing properties of the cells in current clamp mode. Cells were 

voltage clamped at Vh = -50 mV. Holding voltage Vh was not corrected for liquid 

junction potential. Cell resistance and access resistance was monitored by 

means of a 200 ms negative voltage step at the beginning of each recording 

sweep. Holding current was calculated as the mean holding current of a 200 ms 

long measurement, repeated every second (or every two seconds in some 

experiments). Current changes due to drug application were quantified as the 
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difference between the mean of 60 to 120 steady state current measurements 

before and during drug application. 

Focal extracellular electrical stimulation was accomplished with short 

voltage pulses delivered through a theta glass pipette filled with artificial 

cerebrospinal fluid (ACSF). Network activity was assessed by analyzing 

spontaneous excitatory postsynaptic currents (EPSCs) in long voltage clamp 

measurements at a holding potential Vh = -70 mV. For data analysis, Clampfit 9.2 

(Molecular Devices, USA) was used. Spontaneous EPSCs were detected and 

analyzed using Mini Analysis Program (Synaptosoft, USA). Compiled data are 

expressed as mean ± s.e.m. For statistical comparison of the means a two-

sample t-test, assuming unequal variance was used. The Kolmogorov-Smirnov 

Test was used for comparing two cumulative frequency distributions of 

spontaneous EPSC amplitudes. For all tests the levels of significance are 

indicated as p < 0.05; *, p < 0.01; **, p < 0.001; ***. 

 

Chemicals and solutions: Slices were continuously perfused with artificial 

cerebrospinal fluid (ACSF) containing (in mM) 125  NaCl, 25 NaHCO3, 2.5 KCl, 

1.25 NaH2PO4, 2 CaCl2, 1 MgCl2, and 25 glucose at a rate of 5 ml/min and 

continuously bubbled with 95% O2 and 5% CO2. In order to increase network 

activity in the brain slices, a modified ACSF (mACSF) was used in some 

experiments with the following composition (in mM): 125 NaCl, 25 NaHCO3, 5.5 

KCl, 1.25 NaH2PO4, 1.5 CaCl2, 0.5 MgCl2, and 25 glucose. Thick-walled 

borosilicate glass pipettes were filled with a solution containing (in mM) 130-K-
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gluconate, 5 KCl, 10 HEPES, 4 ATP-Mg, 0.3 Na2-GTP, and 10 Na2-

Phosphocreatin with pH adjusted to 7.3 with KOH. Electrode resistance was 

between 4 and 6 MΩ. In some experiments synaptic inputs were blocked by 

adding selective antagonists of ligand-gated channels to the bath (APV: 50 μM, 

CNQX: 10 μM, Gabazine: 10 μM). Kynurenate (1 mM) was used in 3 experiments 

instead of APV and CNQX. The selective GABAB agonist baclofen was typically 

applied at a concentration of 25 μM. The potent and selective GABAB antagonist 

CGP 52432 was used at a concentration of 1 or 5 μM. NO-711 was applied at a 

concentration of 2.5 or 10 μM to block the GAT1 GABA uptake transporter. All 

chemicals were purchased from Sigma, Merck or Tocris.  

In 32 recordings, the pipette solution contained 2% biocytin for later 

reconstruction of the cell’s morphology. The electrophysiological characterization 

of interneurons and pyramidal cells was confirmed morphologically in all these 

cases. 

 

Measuring the input-output response: Current-clamp experiments on the input-

output response function of mPFC L2/3 pyramidal neurons were performed, 

using stimulation currents, which were designed according to an Ornstein-

Uhlenbeck stochastic process to mimic in-vivo synaptic barrage (for a detailed 

description see Rauch et al. 2003). Such currents are characterized by a 

Gaussian distribution with mean and a standard deviation, and by a correlation 

time. We fixed the correlation time to 3 ms in order to resemble fast excitatory 

and inhibitory synaptic inputs. We chose a standard deviation of 100 pA, which is 
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in a similar range used in other studies (Arsiero et al. 2007; Rauch et al. 2003; 

Thurley et al. 2008). The experimental protocol was as follows: Single stimulus 

trains had constant mean current and standard deviation and lasted 6 s. The 

frequency f of the neuronal response to such trains was calculated as the total 

number of action potentials divided by the stimulus duration. Recordings were 

not included in the analysis in case of considerable changes of spike amplitude 

and shape in the response (Rauch et al. 2003). Different trains were separated 

by 30-40 seconds, to let the cell recover from stimulation. At first, the mean input 

current m was increased stepwise from a sub-threshold value until the emission 

of a single or a few spikes, which gave the current threshold for spiking, i.e. the 

rheobase current (Rauch et al. 2003). Then, in the current interval between 

threshold and f-I curve saturation (Arsiero et al. 2007), stimuli with different mean 

were chosen and injected in random order to prevent temporal correlations. 

About 30% of the mean values were repeated once or twice. Recording such an 

f-I curve took about 10 minutes. After acquiring the control f-I curve, a second 

one was recorded with baclofen (25 μM), and then one with CGP 52432 (1 μM). 

Recordings started 3 min after the beginning of the bath application to ensure 

stable drug levels. 

In addition to stimulating with noisy currents, the membrane resting 

potential and the access resistance were monitored by injection of a 

hyperpolarizing square pulse (100 ms, -50 to -150 pA) preceding each noisy 

stimulus train. Recordings were discontinued in case of large drifts, i.e. 
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membrane potential changes bigger than ±3 mV, despite unmodified 

experimental conditions, or the series resistance exceeding 20 MΩ.  

 

Large-field calcium-sensitive dye imaging:   

Epifluorescence calcium sensitive dye imaging was used to quantify temporal 

and spatial properties of upstate activity in the prefrontal cortex (Berger et al. 

2007). 

Calcium-sensitive dye staining: Staining of the prefrontal cortex slices of 

p12-p14 old rats with the acetoxymethyl ester form of Oregon Green 488 Bapta-1 

(OGB-1 AM; Molecular Probes) was done following an established protocol 

(Berger et al. 2007). Briefly, 50 μg of OGB-1 AM were solved in 5 μl of a fresh 

preparation of 80% DMSO / 20% pluronic acid F127 (w/v; Sigma). This lipophilic 

stock was diluted 1:19 in a HEPES buffered solution containing (in mM) 125 

NaCl, 2.5 KCl, 10 HEPES. The final OGB-1 solution (~400 µM) was aliquoted 

and stored at -20 °C. An application pipette with a tip diameter of 18-22 µm was 

back-filled with 20 µl of the OGB-1 solution and connected with air-filled flexible 

tubing to a 50 ml syringe. The dye was ejected at multiple sites into all layers of 

the prefrontal cortex by manual application of pressure under visual control.  

Image acquisition: Spontaneous changes in epifluorescence reflecting 

upstate-dependent changes of the intracellular calcium concentration were 

imaged in a Zeiss Axioskop microscope (4x, 0.10NA Olympus optics; 100 W 

halogen lamp for excitation; filter set for OGB-1 imaging: excitation BP480/30 nm, 

dichroic 505 nm, emission BP535/40nm). For each pharmacological condition, 
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ten recordings of a length of one minute each were acquired at an imaging frame 

rate of 125 Hz with an 80 x 80 pixel CCD camera (Redshirt NeuroCCD, 

RedShirtImaging) running under Neuroplex software. The field of view was 4.2 x 

4.2 mm (pixel size 52 x 52 μm).  

Image pre-processing: Raw data were processed using custom MATLAB 

routines implementing the following steps. Emitted background fluorescence in 

the absence of fluorescence illumination (the “dark frame”) was subtracted from 

all frames of the recording. Bleaching was most prominent during the first 8s of 

recording and this initial period was therefore discarded. Pixels corresponding to 

the OGB-1-stained area of the cortex were identified applying a brightness 

threshold on a time-collapsed average image of the frame stack. The time course 

of each pixel was median filtered with a filter window size of 13 frames. Spatial 

differences in the staining intensity were corrected by normalizing the changes of 

fluorescence intensity over time (ΔF = F - F0 ) to the intensity of resting 

fluorescence (F0) resulting in the time course of fluorescence intensity expressed 

as ΔF/F0. F0 was defined as the 10th percentile of intensity values to be found 

within the time course of the individual pixel, based on average noise amplitude. 

Upstate detection: For the detection of network calcium signals comprising 

several pixels and spanning several frames, an iterative thresholding approach 

was used. Threshold was set at 3.4 standard deviations with the exclusion of 

signal-containing frames. Consecutive suprathreshold frames were grouped into 

upstates. Upstates which were smaller than 5 pixels in a spatial cluster were 
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discarded. Incomplete upstates at the beginning and the end of a trace were also 

not considered in the analysis. 

Upstate quantification: Duration, spatial area and the intensity of the 

detected upstates were calculated according to the following definitions. “Upstate 

duration” was measured as “onset-to-end-of-half-width”, i.e. from the first frame 

of a detected upstate until (and excluding) the frame after the peak in which the 

averaged signal fell below its half-maximal value for the first time. For this, the 

mean signal trace was calculated for all pixels which were suprathreshold at any 

time during the upstate. “Upstate area” represents the cumulative number of 

pixels which are active at any time during “upstate duration”. “Peak upstate 

intensity” was defined as the peak ΔF/F0 value of the averaged trace of the pixels 

belonging to “upstate area”. The baseline for calculating peak intensity was set at 

the lowest ΔF/F0 value found within “upstate duration”.  
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Results  

First, we present experiments, in which we characterized baclofen induced 

outward currents in L2/3 pyramidal cells of the mPFC. Part of these outward 

currents was due to G protein-coupled inwardly-rectifying potassium (GIRK) 

channels. Similar tonic outward currents were present when we blocked GABA 

uptake and/or elevated ambient GABA levels. GABAB receptor-dependent 

outward currents coexisted with GABAA receptor-mediated tonic inhibition. In a 

second series of experiments, we focused on the impact of tonic GABAB 

receptor-mediated inhibition on network activity in the mPFC slice. We started 

with demonstrating that postsynaptic GABAB receptor activation shifts the input-

output response functions of pyramidal cells to larger input currents, and finally 

performed experiments, illustrating how tonic inhibition effects upstate activity in 

the mPFC slice network. 

 

L2/3 pyramidal cells in the mPFC display a baclofen-induced outward 

current in part reminiscent of a GIRK current: Bath application of baclofen, a 

selective GABAB agonist, led to outward currents and a concomitant decrease of 

the input resistance in L2/3 pyramidal neurons of the rat mPFC (Fig. 1A1). These 

currents showed no or little desensitization after 2 to 10 min of continuous 

baclofen application. Bath application of the selective GABAB antagonist CGP 

52432 abolished the outward current completely, uncovering a small inward shift 

of the holding current which could partly be reversed by wash-out. The half 
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maximal effective concentration (EC50) for baclofen was 0.967 ± 0.17 μM (n=8, 

Hill-coefficient h=1.00 ± 0.04, Fig. 1A4).  

Blocking inwardly rectifying K+ channels with 300 μM barium, we could 

revert the baclofen-evoked outward current below baseline levels and further 

reduce it with CGP 52432 (Fig. 1B). Blocking inwardly rectifying K+ channels, 

including GIRK1/4 channels with tertiapin-Q (0.5 μM), we could reduce the 

baclofen-induced outward current by 40% (Fig. 1C). Increasing the concentration 

of tertiapin-Q to 1 μM did not change the effect (n=5, data not shown). There was 

always a barium-insensitive component of approximately 40% of the total 

baclofen-evoked current (Figs. 1D&E). Note that since GIRK1/4 currents and 

barium-insensitive currents together only account for 80% of the total baclofen-

induced current, 20% remain unexplained. 

The results so far clearly demonstrate that L2/3 pyramidal neurons of the 

mPFC contain GABAB receptors coupled to GIRK1/4 channels. In addition, the 

GABAB receptors couple to other, possibly potassium channels, whose molecular 

identities are not known. 

 

Blockade of GABA-uptake reveals a tonic GABAB receptor-mediated 

inhibition: Application of CGP 52432 under control conditions elicited a small 

inward shift of holding current (-4.2 ± 3.1 pA, n = 7) which, however, was 

statistically not different from baseline values (Fig. 2A). This inward shift was 

significantly larger if the GAT1 GABA uptake inhibitor NO-711 was co-applied 

(Fig. 2B). Combined application of GABA (3.3 μM) and NO-711 resulted in a 
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slowly rising outward current, which could partly be reversed by the application of 

CGP 52432 (Fig. 2C). Figure 2D summarizes the findings for the CGP 52432 

effects under different conditions. These experiments reveal a substantial GABAB 

receptor-mediated tonic inhibition, provided that GABA uptake is inhibited and 

that the ambient GABA concentration is elevated. It has been suggested that 

CGP 52432 might act as an inverse agonist (Urwyler et al. 2005) and could thus 

reveal constitutive activity of the GABAB receptor. However, the increase in the 

observed current due to increased extracellular GABA and/or the uptake inhibitor 

GAT-1 clearly indicate that ambient GABA concentration is responsible for the 

observed current.  

 

Extracellular stimulation evokes a large, slow GABAB receptor-mediated 

outward current: In order to elevate the concentration of ambient GABA to a 

level high enough for activating postsynaptic GABAB receptors, we imitated 

network activity by extracellular stimulation at low frequency (see Fig. 3A and 

Materials and Methods). We used CNQX and APV to block excitatory synaptic 

transmission, and gabazine to block fast GABAergic inhibitory signals. A single 

electrical extracellular stimulus in layer 1, at approximately two times the 

threshold intensity to evoke a response, revealed a long-lasting, large outward 

current in L2/3 pyramidal cells (Fig. 3B&C). A train of 5 identical stimuli (70 Hz) 

increased this slow outward current by about a factor of 2 (Fig. 3D). Mean peak 

amplitude, half width, and time to peak were 193 ± 20 pA, 291.9 ± 21.9 ms, and 

111.8 ± 8.2 ms, respectively (n=11 cells). Application of CGP 52432 or 300 μM 
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barium to the bath abolished this outward current completely (Fig. 3E) suggesting, 

that moderate extracellular stimulation increases temporarily the concentration of 

ambient GABA to a level sufficient for strongly activating a GABAB receptor-

mediated outward current.  

 

GABAB and GABAA receptor-mediated tonic inhibition coexist: The outward 

current evoked with GABA in the presence of NO-711 could only be partly 

reversed with CGP 52432. This observation suggests that both, GABAB and 

GABAA receptor-mediated tonic currents are involved. We confirmed this 

hypothesis by sequential application of CGP 52432 and gabazine after induction 

of the outward current with elevated ambient GABA in combination with GABA-

uptake inhibitor (Fig. 4). Under this experimental conditions GABAA receptor-

mediated currents were not significantly smaller than GABAB receptor-mediated 

currents (-15.1 ± 2.7 pA versus -22.4 ± 3.8 pA, n=7; p>0.5, t-test, Fig. 4B). In this 

set of experiments, excitatory synaptic transmission was blocked by the addition 

of CNQX and APV (n=4) or kynurenate (n=3). The CGP 52432-evoked inward 

shift of holding current was of similar amplitudes as without synaptic blockers (-

22.4 ± 3.8 pA versus -20.0 ± 2.8 pA, see also Fig. 2C). 

We demonstrated that tonic outward currents mediated by GABAB receptors 

can be induced in the rat mPFC in vitro. However, the potential functional 

relevance of such a GABAB receptor-mediated current remains open. We 

devoted the second part of the paper to this question. 
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GABAB receptor activation shifts the input-output relationship of L2/3 

pyramidal neurons: In a further series of experiments we studied the impact of 

tonic activation of GABAB receptors onto the excitability of mPFC L2/3 pyramidal 

neurons. L2/3 pyramidal neurons were stimulated with noisy currents, which 

were designed to resemble the synaptic barrage that neurons receive in vivo 

(see Materials and Methods). We determined the input-output relationship (f-I 

curve) with and without drug application, by measuring the frequency of action 

potential discharge in response to different mean input currents (Fig. 5A gives an 

example). The first 1-2 seconds of the response of neocortical pyramidal neurons 

to long-lasting stimulation contain temporally variable components due to 

processes like spike frequency adaption (La Camera et al. 2004; Rauch et al. 

2003). After this initial phase the response stays quasi-stationary (see also 

Rauch et al. 2003 and Materials and Methods). Therefore we divided the neural 

response into two parts: a transient phase consisting of the first two seconds of 

the response and the subsequent part, which we refer to as “steady” state (Fig. 

5A). The results were similar between transient phase and steady state - except 

for absolute firing frequencies, which were higher in the transient phase because 

of incomplete spike frequency adaptation. Baclofen shifted the f-I curve to higher 

current values but did not affect the slope. The shift could be reversed by 

application of CGP 52432 (Fig. 5A). Fitting the f-I curves with a threshold linear 

function, revealed a significant increase of the rheobase current with baclofen, i.e. 

the threshold current for spiking, which was measured from the x-intercept of the 

fitted f-I relationship and can be used as an estimate for the shift (Fig. 5B). 
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Baclofen also had effects on passive membrane properties (Fig. 5C). The 

membrane resting potential was significantly hyperpolarized (from -67.4 ± 2.3 mV 

to -73.8 ± 3.1 mV, p < 0.05, one-way ANOVA). The change of input resistance 

was not significant (124 ± 58 to 83 ± 41 MΩ, p > 0.05, one-way ANOVA). Again 

the effects were reversible by CGP 52432 application.  

From the above experiments, it is conceivable that small changes in the 

excitability of single neurons due to changes in ambient GABA concentration via 

postsynaptic GABAB receptor-mediated inhibition might have profound effects at 

the network level. The next two paragraphs describe experiments designed to 

substantiate this conjecture.  

 

Tonic GABAB receptor-mediated inhibition depresses network activity: We 

recorded spontaneous synaptic currents in single neurons for monitoring network 

activity. In order to increase network activity we superfused brain slices with a 

modified ACSF that contained elevated potassium, and reduced magnesium and 

calcium concentrations (mACSF: 5.5 mM K+, 1.5 mM Ca2+, 0.5 mM Mg2+; see 

also Materials and Methods). Pyramidal cells as well as fast-spiking interneurons 

were voltage clamped at Vh = -70 mV and the frequency of spontaneous EPSCs 

(i.e. fast inward currents that could be blocked by APV and CNQX, n= 5, data not 

shown) was analyzed under control conditions (i.e. mACSF), CGP 52432 and 

baclofen. Thirteen cells were from rats in the old age group (p29 to p33) and two 

cells from rats in the young age group (p10 and p12). Since there was no 

apparent different between both age groups, we pooled the data. In a fast-spiking 
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interneuron, the mean EPSC frequency increased from 13.9 to 16.6 EPSCs/s 

with the addition of CGP 52432 (Fig. 6A). The distributions of EPSC frequencies 

were significantly different under control conditions and under CGP 52432 (p < 

0.001, t-test, Fig. 6A, right panel). Applying baclofen to the bath solution 

decreased the EPSC frequency slightly below control conditions. The increase in 

the frequency of spontaneous EPSCs under CGP 52432 was seen in all cells 

irrespective of cell type (Fig. 6B). However, the overall frequency of EPSCs was 

in general higher in fast spiking interneurons (n=7, Fig. 6B, left panel) than in 

pyramidal cells (n=8, Fig. 6B, right panel). In 13 of 14 experiments, baclofen 

reduced the EPSC frequency below the control value recorded with mACSF, 

indicating that under elevated network activity, ambient GABA depresses overall 

network activity via GABAB receptors. In principle, tonic activation of presynaptic 

GABAB receptors could lead to the reduced network activity. If presynaptic 

GABAB receptors are involved, we would expect an increase of the amplitude of 

spontaneous EPSCs with the application of CGP 52432. Comparing the 

cumulative EPSC amplitude distributions without and with CGP 52432 revealed a 

small although non-significant shift towards larger amplitudes (n=13 of 15, p>0.5, 

Kolmogorov-Smirnov test, Figs. 6C and D), which could be reversed with 

baclofen. We can therefore neither confirm nor exclude the co-activation of 

presynaptic GABAB receptors in our experiments. 

 

Blockade of GABAB receptor-mediated tonic inhibition increases the 

duration of upstates: Using the mACSF, we evoked spontaneous up- and 
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downstate activity in brain slices of young rats (p10 to p14) (Neubauer and 

Berger 2008). In 14 of 17 experiments superfusion of the brain slice with mACSF 

lead to prominent up- and downstate activity in L2/3 and L5 pyramidal cells in the 

mPFC. In voltage-clamp recordings (Vh = -70 mV) these upstates were 

characterized by a transient large increase of the number of individual EPSCs, 

which in most cases summed up to a strong inward current (Figs. 7A&B). Control 

experiments in current clamp revealed periodic membrane potential fluctuations, 

sometimes with action potentials during periods of membrane depolarization 

reminiscent of upstates.  The mean upstate duration was 674.5 ± 98 ms (n = 9 

experiments) and the frequency of upstates was always below 1 Hz. Adding CGP 

52432 increased the upstate duration on average by a factor of three to 1967.3 ± 

440 ms (n = 9 experiments, see Fig. 7A). In each individual cell, the increase in 

upstate duration was statistically significant (p < 0.01, Fig. 7C). Upstates were 

abolished completely by the application of baclofen (Fig. 7A). 

Large-field epifluorescence Ca2+-imaging of the mPFC slice (see Materials 

and Methods) gave further evidence of a tonic GABAB receptor-mediated 

inhibitory effect on network activity. Upstate activity was recorded under control 

conditions (i.e. in mACSF), and CGP 52432 (Fig. 8). Upstates could be clearly 

assigned to one of two groups (Fig. 8K): (1) global or “large” upstates, extended 

over 95-100% of the analysis mask; (2) confined or “small” upstates were 

restricted to less than 20% of the analysis mask. The duration but not the peak 

intensity of large upstates increased significantly with the addition of CGP 52432 

(Fig. 8K&L). Since the analysis was restricted to the mask area, a potential 
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increase in upstate area could not be detected. Neither duration, nor peak 

intensity, nor upstate area changed in the group of “small” upstates with the 

application of CGP 52432. Note that occasionally a second upstate started 

before the first one terminated (Figs. 8F&G); a behavior we also observed in the 

voltage clamp experiments reported above (Fig. 7B3, arrow). 

Under baclofen “large” upstates were completely abolished; however, 

“small” upstates could still be seen (Figs. 8H&I). When calculating the mean 

ΔF/F0 for the small area of this upstate, the visibility of the signal increases (inset 

in Fig. 8I). Again, neither duration, nor peak intensity, nor upstate area changed 

in the group of “small” upstates with baclofen. 

The significant increase in upstate duration of “large” upstates corroborates 

the similar finding in the voltage clamp experiments reported above. The 

observation that baclofen completely abolishes large upstates explains the 

absence of upstates with baclofen in the electrophysiological recordings, 

because it is unlikely that a neuron, which was randomly chosen for recording, 

takes part in one of the rare spatially restricted upstates (but see Fig. 7A). In 

summary then, GABAB receptor-mediated tonic inhibition is capable of regulating 

the duration and size of individual upstates. 
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Discussion  

In the first part of the paper we demonstrated a GABAB receptor-mediated tonic 

current in pyramidal cells of the mPFC. Under the experimental conditions used, 

this current is comparable in strength to tonic GABAA receptor-mediated currents 

observed in rat hippocampus, cerebellum, and somatosensory cortex (Brickley et 

al. 1996; Nusser and Mody 2002; Yamada et al. 2007), provided that the GAT1 

inhibitor, NO-711, is present and extracellular GABA is elevated to in vivo-like 

concentrations. The second part of our experiments was devoted to elucidate the 

functional relevance of GABAB receptor-mediated tonic inhibition. GABAB 

receptor activation shifted the input-output relationship of L2/3 pyramidal neurons 

to larger input currents. Using electrophysiological recordings and 

epifluorescence Ca2+-imaging, we found that the blockade of GABAB receptors 

increases the frequency of EPSCs impinging on a neuron and the duration of 

network upstates.  

 

GABAA and GABAB receptor-mediated tonic inhibition: Our results 

demonstrate the coexistence of GABAA and GABAB receptor-mediated tonic 

inhibition in mPFC pyramidal cells of similar strength. Although we have not 

further analyzed the GABAA receptor-mediated part, this finding adds to the 

numerous reports of tonic inhibition via GABAA receptors (for review see Farrant 

and Nusser 2005).  

About 60% of the total baclofen-induced GABAB current was barium-

sensitive in our experiments. Such a barium-sensitive component is in line with 
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other studies and mediated by GIRK channels (Lüscher et al. 1997). Using the 

specific blocker tertiapin-Q, we found the barium-sensitive component to be 

primarily due to currents that are mediated by GIRK1/4 channels. Still about one 

third of the barium-sensitive component or 20% of the total baclofen-induced 

current, respectively, remains unexplained. Moreover, an additional 40% of the 

total current was barium-insensitive and might, e.g., be due to the two-pore K+ 

channel family (Cruz et al. 2004). 

While GIRK currents desensitize rapidly in dopaminergic neurons of the 

ventral tegmentum (Cruz et al. 2004), similar currents in mPFC pyramidal cells 

did in general not desensitize, being therefore well suited to mediate tonic 

inhibition. 

 

Ambient GABA in vivo and in vitro:  In order to persistently activate GABAB 

receptors, GABA must be present at a sufficient concentration in the extracellular 

space. Estimated concentrations of ambient GABA vary between tens of 

nanomolar and few micromolar (Dalby 2000; Hernandez et al. 2003; Kennedy et 

al. 2002; Tossman et al. 1986). Recently, the ambient GABA concentration in 

primate PFC in vivo was measured to be 4.1 ± 1.6 μM (Zhang et al. 2007). 

However, such high concentrations of ambient GABA cannot be expected in a 

brain slice, since these typically display very low spontaneous activity (Neubauer 

and Berger 2008). Therefore, we approximated the in vivo situation (Zhang et al. 

2007), by adding GABA to the slice preparation and blocking GABA uptake – in 

order to keep the concentration of the added GABA constant. Under these 
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conditions, we found a substantial GABAB receptor-mediated tonic inhibition of 

L2/3 mPFC pyramidal cells. Our approach is further justified, since the ambient 

extracellular GABA concentration found in vivo perfectly matches the EC50 for 

GABA- and GABAB agonist-induced currents. We found an EC50 around 1 μM for 

baclofen-induced outward currents in L2/3 mPFC pyramidal neurons. This value 

is comparable to what is reported for other native GABAB receptors (Bon and 

Galvan 1996; Cruz et al. 2004) and also closely matches the EC50 for GABA-

evoked GIRK currents in a heterologous expression system (Jones et al. 1998). 

Phasic and tonic GABAA receptor-mediated currents are highly correlated, 

suggesting that the main source of ambient GABA results from spill-over from 

vesicular synaptic release (Glykys and Mody 2007). GABA spill-over is also 

consistent with our finding that increasing neuronal activity with mACSF elevates 

ambient GABA sufficiently to exert tonic inhibition on network activity. In line with 

the idea of pooling ambient GABA, repetitive firing of groups of interneurons has 

been proposed to be necessary for the activation of extrasynaptic GABAB 

receptors (Kim et al. 1997; Thomson and Destexhe 1999). Tight coupling 

between inhibition and excitation during spontaneous and sensory-evoked 

activity might facilitate ambient GABA accumulation (Okun and Lampl 2008). A 

second GABA source has been identified by Tamás and collaborators (Tamás et 

al. 2003). A subclass of GABAergic interneurons, the neurogliaform cells, is 

capable of mediating GABAB receptor responses in pyramidal cells with single 

action potentials. These cells might even provide a spatially restricted 

compartment in which ambient GABA can modulate cellular excitability (Tamás 
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et al. 2003). In addition to synaptic release and spill-over into the extrasynaptic 

space, GABA might come from other sources like non-vesicular leakage (Rossi 

et al. 2003), glial cells (Kozlov et al. 2006; Rossi et al. 2003), or when the GAT1 

does not remove GABA from the extracellular space but operates in the reverse 

direction (Wu et al. 2007). 

 

Pre- versus postsynaptic effect of ambient GABA: From the voltage-clamp 

experiments presented in this paper, it appears that only postsynaptic GABAB 

receptors are activated by GABA during states of high activity, since no effect 

could be detected on the amplitude of the spontaneous excitatory postsynaptic 

currents upon superfusion with the GABAB receptor antagonist CGP 52432. 

However such an interpretation remains uncertain, because the dendritic arbor is 

poorly voltage-clamped and small EPSCs from synaptic contacts onto the 

dendrite might escape detection, and the experiments were not designed to 

perform a proper quantal analysis. 

 

GABAB receptor-mediated inhibition and the input-output relationship of 

L2/3 pyramidal neurons:  GABAB receptor activation shifted the input-output 

relationship of mPFC L2/3 pyramidal neurons in our experiments. Comparable 

results have been reported for inhibition mimicked by a constant conductance 

increase and fixed variability (Mitchell and Silver 2003), which is, in fact, similar 

to injecting noisy currents, as we did in our experiments. We conclude that 

GABAB receptor-mediated tonic inhibition might act as a tonic shunting inhibition, 
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since it has additive (f-I curve shift, linear reduction of neuronal excitability) rather 

than multiplicative (gain change) effects (Holt and Koch 1997). The reduced 

excitability of single prefrontal neurons translates into lower overall network 

activity, as we will discuss in the next paragraph. 

 

Consequence of GABAB receptor-mediated tonic inhibition on network 

activity: GABAB receptor-mediated influences on network activity have been 

mostly investigated in relation to rhythmic activity (Brown et al. 2007; Karpuk and 

Hayar 2008; Scanziani 2000). Activation of postsynaptic GABAB receptors leads 

to a decrease in the frequency of oscillations in the hippocampus (Brown et al. 

2007; Scanziani 2000) and the olfactory bulb (Karpuk and Hayar 2008).  

We used two different approaches to investigate GABAB effects on mPFC 

network activity. In both cases a bath solution, which more closely mimics 

cerebrospinal fluid, was used to increase the activity in the usually silent slice 

preparation (see Materials and Methods and Neubauer and Berger 2008). (1) To 

monitor ongoing excitatory network activity, we recorded spontaneous EPSCs 

from pyramidal cells as well as interneurons. Blocking GABAB receptors 

increased the mean frequency of EPSCs in both, pyramidal as well as 

interneurons, revealing tonic GABAB receptor-mediated inhibition. (2) We 

investigated up- and downstate activity which appears in the cortex in vivo as 

well as in vitro (Luczak et al. 2007; MacLean et al. 2005; Steriade et al. 1993; 

Steriade et al. 2001) in an oscillatory fashion (Compte et al. 2003; Sanchez-Vives 

and McCormick 2000). We focused on the properties of single upstates instead 
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of their rhythmic appearance. GABAB receptor-blockade increased the duration 

of upstates that extend over large cortical areas.  

In brain areas of high activity, ambient GABA might act as a negative 

feedback to limit spiking and probably the number of active neurons. This 

negative feedback provides a mechanism for controlling the duration of episodes 

of high neural activity, i.e. upstates. It is conceivable that upstates can only be 

initiated during episodes of low extracellular GABA concentration, exerting little 

or no tonic inhibition. As the activity increases during upstates, GABA is pooled in 

the extracellular space, GABAB receptor-mediated tonic inhibition is increased 

and becomes relevant for terminating the episode of high activity. Then GABA is 

actively removed from the extracellular space by GABA transporters, which 

reduces tonic inhibition and allows for the initiation of another upstate. 

The spatial extent of small upstates was about 100 μm in diameter in our 

experiments and was unaffected by tonic GABAB receptor-mediated inhibition. 

We might therefore speculate that larger cortex areas need to be involved in 

order to increase the ambient GABA concentration to a level sufficient for 

activating GABAB receptor-mediated inhibition. Such a hypothesis is inline with 

the studies on GABAB-mediated influences on oscillatory network activity (Brown 

et al. 2007; Karpuk and Hayar 2008; Scanziani 2000). 

We note that a negative feedback process similar to what we propose for 

GABAB is also conceivable for GABAA receptor-mediated tonic inhibition. 

Moreover, blocking GABAB inhibition only lengthened upstates but did not 

prevent their cessation. Additional mechanisms might be involved in terminating 
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upstates (Compte et al. 2003; Sanchez-Vives and McCormick 2000; Timofeev et 

al. 2000).  

 

In summary, our results, indicate that increases in network activity are self-

limited by a concurrently rising ambient GABA concentration, which activates not 

only extrasynaptic GABAA but also GABAB receptors and in turn reduces the 

excitability of the neurons in the network. Therefore, GABAB receptor-mediated 

tonic inhibition has a powerful effect onto neural networks and thus on 

behaviorally relevant states of cortical activity.  
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Figure 1: 

Baclofen-induced currents in L2/3 pyramidal cells of rat mPFC consist of at least 

two different outward currents.  

A1) The GABAB agonist baclofen induced an outward current in an intrinsically 

bursting L2/3 pyramidal cell. The GABAB antagonist CGP 52432 reversed the 

outward current leading to a small undershoot, which could partly be washed out. 

The change in input resistance during application of the drugs is shown below. 

Resting input resistance was 86 MΩ. A2) Biocytin-filled and reconstructed L2/3 

pyramidal cell for the experiment shown on the left. A3) Bursting spike pattern at 

threshold DC current injection recorded from the cell shown in A2. A4) 

Concentration-response curve for the baclofen-induced outward current (EC50 = 

0.967 ± 0.17 μM, h = 1.00 ±  0.04, n = 8). B) The baclofen-induced outward 

current can be blocked by the application of barium (Ba2+), leading to a 

prominent undershoot. Additional application of CGP 52432 reveals a barium-

insensitive current. C, left) The baclofen induced outward current could in part be 

reverted by the application of tertiapin-Q, a selective antagonist for the GIRK1/4 

channel. C, right) Summary of the tertiapin-Q effect. Tertiapin blocked 

approximately 40% of the baclofen induced current. D) Barium-resistant current 

revealed by the application of baclofen together with Ba2+. The barium-resistant 

current can be blocked by the addition of CGP 52432. E) Summary of currents 

evoked by baclofen, Ba2+, and co-application of baclofen and Ba2+. 

Concentrations were (in μM): Ba2+, 300; baclofen, 25; CGP 52432, 1; tertiapin-Q, 

0.5. 
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Figure 2: 

The specific GAT1 GABA uptake inhibitor NO-711 reveals a tonic GABAB 

receptor-mediated postsynaptic current. 

A) Application of CGP 52432 reduces a persistent outward current in L2/3 

pyramidal neurons revealing. The response to baclofen is not prevented by prior 

CGP 52432 application. B) A small tonic outward current is evoked by the 

application of NO-711, a specific GAT1 inhibitor. This outward current is blocked 

by the application CGP 52432. C) Combined application of GABA and NO-711 

leads to a substantial outward current, which could in part be blocked by CGP 

52432. The dotted line indicates interpolated missing data points. D) Summary of 

CGP 52432-evoked persistent inward shift of holding current in mPFC pyramidal 

cells in the absence of supplementary GABA and NO-711 (control), with NO-711 

and with NO-711 plus GABA. Concentrations were (in μM): baclofen, 25; CGP 

52432, 1; GABA, 3.3; NO-711, 2.5. 
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Figure 3:  

Extracellular electrical stimulation evokes a GABAB receptor-mediated outward 

current. 

A) Schematic representation of the experimental arrangement. Voltage stimuli 

were delivered through a theta glass pipette filled with ACSF and positioned in L1. 

Stimulus intensity was approximately 2 times threshold and was identical for all 

experiments. Current signals were recorded from L2/3 pyramidal cells in voltage-

clamp at Vh= -50 mV. B) Current trace evoked by a single stimulus. A fast inward 

current is followed by a fast outward current (see inset), and a long-lasting 

outward current. C) The fast, short-latency in- and outward currents were blocked 

by the application of CNQX and APV, and gabazine, respectively, leaving a long-

lasting outward current. This suggests that the first two components were 

excitatory and GABAA receptor-mediated inhibitory currents, respectively. D) A 

short burst of 5 stimuli (70 Hz) led to an increase of the late, long-lasting outward 

current. E) Peak amplitude (arrow in D) of the slow outward current as a function 

of time while stimulating with a burst of 5 stimuli at a repetition rate of 0.1 Hz. 

Application of CGP 52432 abolished this current completely. The washout 

progressed only slowly. Data was acquired in the presence of APV, CNQX and 

gabazine. The arrow marks the beginning of stimulation, which was retained for 

the remaining recording time. Concentrations were (in μM): APV, 50; CGP 52432, 

1; CNQX 10; gabazine, 10. 
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Figure 4: 

Elevated GABA concentration induces a tonic current comprised of GABAB and 

GABAA components. 

A) In the presence of GABA and NO-711 together with blockers of excitatory 

synaptic transmission with APV and CNQX application of CGP 52432 revealed a 

GABAB receptor-mediated current. Addition of gabazine uncovered an additional 

component, which can be attributed to GABAA receptor activation. Under these 

conditions both, the GABAB and the GABAA receptor-mediated currents are of 

similar amplitude (B). The amplitude of the baclofen-evoked current was 

measured from a baseline immediately before the application of baclofen. 

Concentrations were (in μM): APV, 50; baclofen, 25; CGP 52432, 1; CNQX, 10; 

GABA, 3.3; gabazine, 10; NO-711, 2.5. 
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Figure 5: 

Tonic activation of GABAB receptors shifts the input-output relationship of PFC 

L2/3 pyramidal neurons.  

A) Example of the noisy stimulation current with a mean of 200 pA and standard 

deviation of 100 pA (top) and corresponding voltage traces before drug 

application (2nd panel) with baclofen (3rd panel) and with CGP 52432 (4th panel). 

The dashed vertical line divides response phases that were defined as transient 

and steady state responses. Bottommost panels: Mean firing rate f as a function 

of the mean input current m for control conditions, with baclofen and with CGP 

52432. Curves are given for the transient phase at the beginning of the 

stimulation (left) and for the steady state response (right). The standard deviation 

(error bars) is given in case the stimulus was repeated at the particular mean 

value (30% of the values). Solid lines represent linear fits of the data. Rectangles 

mark values, belonging to the traces in the upper panels. B, C) Summary graphs 

for the changes of the rheobase current (firing threshold) (B), and the membrane 

resting potential (C) between control conditions and pharmacological treatment. 

The values for single cells are given as dots, corresponding values are 

connected by lines. Underlying bars are the mean values. Concentrations were 

(in μM): baclofen, 25; CGP 52432, 1; gabazine, 10. 
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Figure 6: 

Blocking GABAB receptors with CGP 52432 releases tonic inhibition of overall 

network activity. 

A) Left panel: Frequency of spontaneous EPSCs are plotted against time 

recorded in voltage clamp (Vh = -70 mV) from a fast spiking interneuron in L2/3 in 

mACSF and in the presence of the GABA uptake inhibitor NO-711. Application of 

CGP 52432 increased the frequency of spontaneous EPSCs (green dots) over 

baseline levels (mACSF, red dots). Application of baclofen (blue dots) decreased 

the EPSC frequency slightly below baseline values. Right panel: distribution of 

the EPSC frequency in mACSF and with CGP 52432. B) Summary of 

experiments with 7 fast spiking interneurons (left panel, IN) and 8 pyramidal cells 

(right panel, PC). The mean frequency of EPSCs was higher in fast spiking 

neurons compared to pyramidal cells (note different scale of the y-axis in B). C) 

Examples of spontaneous EPSCs recorded from the fast spiking interneuron 

whose result is shown in (A) in mACSF (red), with CGP 52432 (green), and 

baclofen (blue). The corresponding cumulative EPSC amplitude distributions are 

shown in the right panel. Although a small right shift to larger EPSCs can be 

seen, it is not significant (p > 0.5, Kolmogorov-Smirnov test). D) Same as (C) but 

EPSCs recorded from a L2/3 pyramidal neuron. Note the lower frequency of the 

spontaneous EPSCs. Again, no significant difference in the two cumulative 

amplitude distributions can be found (p > 0.05, Kolmogorov-Smirnov test). 

Concentrations were (in μM): baclofen, 25; CGP 52432, 5; NO-711, 2.5. 
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Figure 7: 

Blocking GABAB-mediated tonic inhibition increases the duration of upstates. 

A) Upstate duration plotted against time. Under control conditions no upstates 

were detected. Superfusion with modified ACSF (mACSF, see Materials and 

Methods) led to prominent upstate activity. The duration of the upstates 

increased dramatically with the application of CGP 52432. Replacing CGP 52432 

with baclofen abolished upstate activity (with 3 exceptions at the onset of 

washout) even though superfusion with mACSF continued. B) sample traces for 

the four time periods indicated by numbers in (A). Arrow in (B3) points to the 

onset of a new upstate without any delay. C) Summary diagram illustrating the 

increase in upstate duration for L2/3 (n=6, solid lines) and L5 pyramidal cells 

(n=3, dotted lines). The increase in upstate duration was statistically highly 

significant in each individual cell. Concentrations were (in μM): baclofen, 25; 

CGP 52432, 5. 
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Figure 8: 

GABAB receptor-mediated tonic inhibition determines the duration of upstates.  

A) Bright field image of the mPFC in an acute slice preparation. B) 

Corresponding image of resting epifluorescence after dye injection. The blue 

rectangle (stippled) corresponds to the image rectangle shown in (C). C) Mask 

within which epifluorescence changes were analyzed; blue area was not 

considered in the analysis. D, F, H) Peak intensity maps for upstates under 

control conditions (D), with CGP 52432 (F), and with baclofen (H). The scale bar 

in (A) to (H) equals 1 mm. E, G, I) Corresponding mean ΔF/F0 traces during an 

imaging time period of 52 s. Arrows indicate the time points of the intensity maps 

on the left. The mean ΔF/F0 values are calculated across the entire mask shown 

in (C) resulting in a tiny change in the intensity profile for the small upstate in 

(arrow in I). The inset in (I) shows the mean intensity profile of the same upstate 

averaged over the actual upstate area shown in H (inset scale bars: 0.2 % ΔF/F0, 

10 s). K, L, M) Summary results of 5 slices from 5 different animals. (K) 

Histogram of the size of the upstates recorded under control condition (mACSF, 

red) with CGP (green) and with baclofen (blue). The upstates were counted 

during the entire recording period of 520 s (see Materials and Methods). The 

histogram clearly reveals two populations of upstates, large and small ones. The 

large upstates completely disappear after the application of baclofen. The effect 

can be washed out (not shown). In (L) and (M) only large upstates were analyzed. 

Upstate duration increased significantly (L) while upstate peak intensity remained 

the same (M); one-way ANOVA. Neither duration, nor peak intensity, nor size of 
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the small upstates was affected by the pharmacological interventions. For his 

summary figure K, 212 upstates were analyzed during control condition, 168 with 

CGP, and 33 with baclofen. Concentrations were (in μM): baclofen, 25; CGP 

52432, 5. 
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Abbreviations 

 

CASD 
 

calcium-sensitive dye 

EEG 
 

electroencephalography 

GABA 
 

γ-aminobutyric acid 

MEG 
 

magnetoencephalography 

fMRI 
 

functional magnetic resonance imaging 

NCC 
 

neuronal correlate(s) of consciousness 

PET 
 

positron emission tomography 

VSD 
 

voltage-sensitive dye 
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