# Electroweak Phase Transition in the Standard Model and its Inert Higgs Doublet Extension 

Inauguraldissertation<br>der Philosophisch-naturwissenschaftlichen Fakultät<br>der Universität Bern

vorgelegt von
Manuel Meyer
von Ohmstal LU

Supervisor:
Prof. Dr. Mikko Laine
Albert Einstein Center for Fundamental Physics
Institute for Theoretical Physics, Universität Bern

Co-Supervisor:
Dr. Germano Nardini
Albert Einstein Center for Fundamental Physics Institute for Theoretical Physics, Universität Bern

# Electroweak Phase Transition in the Standard Model and its Inert Higgs Doublet Extension 

Inauguraldissertation<br>der Philosophisch-naturwissenschaftlichen Fakultät der Universitat Bern<br>vorgelegt von<br>Manuel Meyer<br>von Ohmstal LU<br>Supervisor:<br>Prof. Dr. Mikko Laine<br>Albert Einstein Center for Fundamental Physics<br>Institute for Theoretical Physics, Universität Bern<br>Co-Supervisor:<br>Dr. Germano Nardini<br>Albert Einstein Center for Fundamental Physics<br>Institute for Theoretical Physics, Universität Bern

Von der Philosophisch-naturwissenschaftlichen Fakultät angenommen.
Bern, 31.08.2017
Der Dekan:

Prof. Dr. Gilberto Colangelo

## to Larissa

May you live forever in our thoughts and hearts.


#### Abstract

The origin of the asymmetry between matter and anti-matter is an interesting but yet unresolved problem of modern physics. To realize a net production of more baryons than anti-baryons a system has to depart from thermal equilibrium. A first order electroweak phase transition in the evolution of the early universe could account for a stage of non-equilibrium. This thesis is meant to examine this transition within the Standard Model and its inert Higgs doublet extension. The main parts of this thesis are chapters 2 and 3 which are based on our papers [1] and [2] respectively.

Even though there is no electroweak phase transition within the Standard Model, its thermodynamics across the crossover shows interesting features at temperatures around $T \sim 160 \mathrm{GeV}$. Although the system does not leave thermal equilibrium its dynamics deviate from ideal gas thermodynamics. The Standard Model, lacking a first order phase transition, cannot account for the baryon asymmetry of the universe but its background can still have an impact on nonequilibrium physics taking place at temperatures around $T \sim 160 \mathrm{GeV}$. We study the relevant thermodynamical functions across the electroweak crossover in a perturbative three-loop computation and by making use of results from lattice simulations based on a dimensionally reduced effective theory.

Many extensions of the Standard Model include an extended Higgs sector where scalar couplings are faced with conflicting requirements. Small couplings are needed to predict the measured dark matter relic abundance, whereas large couplings strengthen a first order phase transition. Large couplings, however, can compromise perturbative studies and spoil the high-temperature expansion needed for dimensionally reduced lattice simulations. Within the Inert Doublet Model we compute the resummed two-loop effective potential and we compare physical parameters related to the electroweak phase transition, e.g. the latent heat, the critical temperature and the discontinuity of the transition, with the high-temperature expansion. We also provide master integral functions for a model independent computation of a two-loop potential.
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## Notations

In this thesis we use natural units where the speed of light $c$, the Boltzmann constant $k_{B}$ as well as the reduced Planck constant $\hbar$ are set to unity. Furthermore, there are a couple of definitions and notations we list here.

For estimations of a certain scale we use a generic coupling constant

$$
g^{2} \in\left\{g_{1}^{2}, g_{2}^{2}, g_{3}^{2}, \lambda, h_{t}^{2}\right\}
$$

where the couplings $g_{1}, g_{2}$ and $g_{3}$ are the gauge couplings of the gauge groups $U(1), S U(2)$ and $S U(3)$ respectively. The Higgs scalar self coupling is $\lambda$ and $h_{t}$ is the top Yukawa coupling. We consider all other fermions to be massless.

We use the $\overline{\mathrm{MS}}$ renormalization scheme at the scale $\bar{\mu}$ and dimensional regularization in $D=d+1=4-2 \epsilon$ dimensions. Integrals over four-dimensional momentum space are depicted as

$$
\int_{K} \equiv\left(\frac{e^{\gamma_{E}} \bar{\mu}^{2}}{4 \pi}\right)^{\epsilon} \int \frac{d^{4-2 \epsilon} k}{(2 \pi)^{4-2 \epsilon}}
$$

where $\gamma_{E}$ is the Euler-Mascheroni constant. At finite temperature, we introduce Matsubara frequencies for the temporal component $k_{0}$ of the momentum

$$
K=\left(k_{0}, \vec{k}\right) \quad \Rightarrow \quad K^{2}=k_{0}^{2}+k^{2} .
$$

Therefore, an integration over (4-2 4 )-dimensional momentum space is expressed via the sum-integral

$$
{\underset{K}{K}}_{\mathcal{f}}^{\mathcal{K}_{k}}=T \sum_{k} \int_{k}, \quad \int_{k} \equiv\left(\frac{e^{\gamma_{E}} \bar{\mu}^{2}}{4 \pi}\right)^{\epsilon} \int \frac{d^{3-2 \epsilon} k}{(2 \pi)^{3-2 \epsilon}} .
$$

Introducing the inverse temperature $\beta=1 / T$, the integration over space-time in position space is

$$
\int_{X}=\int_{0}^{\beta} d \tau \int_{x}, \quad \int_{x} \equiv\left(\frac{e^{\gamma} \bar{\mu}^{2}}{4 \pi}\right)^{-\epsilon} \int d^{3-2 \epsilon} x
$$

The Matsubara frequencies are sometimes denoted $\omega_{n}$ corresponding to their respective mode for bosons $\omega_{n}=2 \pi n T$ or fermions $\omega_{n}=(2 n+1) \pi T$, with $n \in \mathbb{Z}$. This should not be confused with the energy $\omega_{i}^{k}=\sqrt{k^{2}+m_{i}^{2}}$. Propagators can then equivalently be written as

$$
\frac{1}{K^{2}+m_{i}^{2}}=\frac{1}{k_{0}^{2}+k^{2}+m_{i}^{2}}=\frac{1}{\omega_{n}^{2}+\left(\omega_{i}^{k}\right)^{2}} .
$$

## Chapter 1

## Introduction

The universe and our physical description thereof is fascinating on all length scales, ranging from cosmological large scale structures like galaxy clusters to subatomic particles and their elementary constituents. In the very early universe, those scales were close to each other but through the expansion of the universe they have diverged significantly. Objects at a cosmological scale are described by the theory of general relativity, whereas the theory of subatomic particles and their interactions is described by the Standard Model.

The Standard Model of particle physics (SM) is a gauge theory that incorporates the theory of electromagnetism as well as the weak and strong interactions. The quantum field theory of electromagnetism is described by quantum electrodynamics (QED) through the gauge group $U(1)$ and the gauge group of the weak interactions is $S U(2)$. The mediators of electroweak gauge group $S U(2) \times U(1)$ are the massless photon and the massive $W^{ \pm}$and $Z$ bosons. Quantum chromodynamics (QCD) is the theory of strong interactions with symmetry group $S U(3)$ and its gauge fields are the gluons. The gauge group of the Standard Model is then written as

$$
G_{\mathrm{SM}}=S U(3) \times S U(2) \times U(1) .
$$

The three gauge groups all have different couplings which depend on the energy scale. This dependence is also called the running of the couplings and it is described by beta-functions in renormalization group equations.

If we run the couplings to a higher temperature scale, it is like going backward in time to the early universe. And if the couplings were to meet in one point, it could give rise to a unified description in a so called Grand Unified Theory (GUT). Unfortunately, within the Standard Model this is not the case. The introduction of supersymmetry potentially solves this unification but there are also other models with different higher gauge groups claiming to explain grand unification. The idea in all these models is a theory with more symmetries that are then broken through multiple steps to ultimately reproduce the Standard Model symmetry group.

One such symmetry breaking pattern, or restoration if we consider going from low to high temperatures, has been described a long time ago. The theory of the unification of the electromagnetic and the weak force was originally described by Glashow, Weinberg and Salam 3-5. However, in this model, the two couplings of the electromagnetic and the weak interactions do not combine
into one single coupling at some high scale but are rather a different set of couplings related through the Weinberg angle. As the plasma of the early universe cooled down, the electroweak symmetry was spontaneously broken to give rise to the weak and the electromagnetic forces. The theoretical description of the breaking of this symmetry that is now called the Higgs mechanism, where the Higgs field acquires a non-zero vacuum expectation value, has been around for quite a while [6,7].

The scale at which the transition from the symmetric phase to the broken Higgs phase takes place is called the electroweak scale. The interest in physics at this scale has been around for a long time and has not yet diminished. The topic of this thesis is to study this transition within the Standard Model and within a simple extension thereof.

The ultimate goal of theoretical physics would of course be to also include gravitational interactions into a theory of quantum field theory. Although attempts are made to give a description of such a theory of quantum gravity or Theory Of Everything, e.g. string theory, this holy grail of particle physics remains to be found.

In this introductory chapter, we first take a look at baryogenesis in section 1.1 which is the reason we study the electroweak phase transition in the first place. Such transitions and especially cosmological phase transitions are described in section 1.2. We then provide a brief introduction into some relevant features of thermal field theory in section 1.3 .

The outline of this thesis is as follows. After the introduction, we study in chapter 2 the thermodynamics across the electroweak crossover within the Standard Model. In chapter 3 we extend the Standard Model by a second scalar doublet and compare its two-loop effective potential with the high-temperature expansion. We then conclude in chapter 4 and give a brief outlook into current and future experiments. We provide derivations of vacuum integral functions and a summary of the master integrals as well as their high-temperature expansions in Appendix A For the Inert Doublet Model we list the results of all diagrams contributing to the potential at two-loop order in Appendix $B$ and give the expressions for the counterterms and pole masses in Appendix C

### 1.1 Baryogenesis

Physics and especially our mathematical description thereof is built on symmetries. The principle of reproducibility of an experiment states that physicists all over the world or even in space can conduct the same experiments at any time and should get the same results. This universality of physical laws is one among many such symmetries.

As the universe was created in the big bang, matter, but also anti-matter, was produced and in a world governed by symmetries one would expect this creation to be symmetric. What we observe however, is that this symmetry is broken in our universe and that a small part of baryonic matter survived up until today which builds up all the planets, stars and galaxies. The creation of this baryon asymmetry of the universe, i.e. the excess of baryons over anti-baryons, is called baryogenesis.

The other possibility, the asymmetric case of the big bang where there is a net
baryon number in the plasma of the very early universe, is spoiled by inflation. The theory of inflation was developed in the early 1980s as a possible solution to the horizon and flatness problems and as an explanation to homogeneity and isotropy of our universe [8-10]. During inflation, a short period of time where the expansion of the universe is exponentially fast, all initial irregularities, e.g. a baryon excess, are diluted (for a review of inflation, see e.g. ref. [11). Therefore, we consider an initially matter anti-matter symmetric universe.

A particle will annihilate with its anti-particle and produce two photons in the process. Therefore, a measurement of photons is needed to deduce the ratio between photons and baryonic matter. The measurement of these photons, i.e. the Cosmic Microwave Background (CMB), was carried out by Penzias and Wilson in 1964 [12] for the first time and many times ever since, with the most accurate data coming from the two satellites WMAP (Wilkinson Microwave Anisotropy Probe) [13, 14 and Planck [15, 16.

Not only are the results from these two satellites for the fluctuations of the cosmic microwave background extremely accurate and can resolve temperature differences of $10^{-3} \mathrm{~K}$, but they also agree beautifully with Big Bang Nucleosynthesis (BBN, see [17] and references therein). Big bang nucleosynthesis [18, 19 tells us about the abundance of light elements created in the early universe and thus gives the second ingredient for the aforementioned fraction of photons to baryons. This ratio of baryons to photons is [15]

$$
\begin{equation*}
\eta=\frac{n_{B}}{n_{\gamma}}=6.05(7) \times 10^{-10} . \tag{1.1.1}
\end{equation*}
$$

From this we learn that even though there is an enormous number of stars and galaxies in our universe, the initial discrepancy between matter and anti-matter was tiny.

On the other hand, one could also think of a universe with no net baryon number where different regions are either dominated by matter or anti-matter. However, on the surface where a matter-domain borders an anti-matter domain, large amounts of photons would be produced through annihilation of matter and anti-matter particles. There is good evidence that this is not the case 20 .

A theory that wants to explain baryogenesis has to fulfill the three Sakharov conditions [21]. These conditions are:

- Violation of baryon number. Obviously to evolve from a symmetric state in the very early universe with $\Delta B=0$ to a state where $\Delta B \neq 0$ nonconservation of baryon number is inevitable.
- Violation of charge conjugation C and simultaneous charge conjugation and parity CP. Violation of C symmetry is needed because otherwise an interaction which produces more baryons than anti-baryons would be counterbalanced through its charge conjugate process. Similarly, CP symmetry has to be violated to prevent the production of the same amount of left-handed baryons and right-handed anti-baryons and vice versa.
- Departure from thermal equilibrium. In thermal equilibrium and with CPT symmetry in place, even CP violating interactions would be countered by the equal and opposite back-reaction. Thus the system has to be out of equilibrium to produce a net baryon excess.

The aim of this thesis is to address the third Sakharov condition. As we will see in the next section, during a first order phase transition the system is not in equilibrium and thus meets the third Sakharov condition. A first order phase transition is therefore a good starting point for baryogenesis. If this transition is the one at the electroweak scale we speak of electroweak baryogenesis for which good reviews can be found in the literature, e.g. [22,23].

There are, however, a lot of other scenarios addressing the issue of baryogenesis. As alluded to above, there might be more gauge symmetries at high temperatures described in a grand unified theory. GUT baryogenesis then corresponds to the breaking of this symmetry through a first order phase transition just like in the electroweak case.

By adding right-handed neutrinos to the Standard Model one could not only provide neutrino masses through the see-saw mechanism [24], but also spontaneously generate leptons from decays of these neutrinos. In this leptogenesis model [25] the produced lepton asymmetry could then be converted into a baryon asymmetry through electroweak sphalerons, which are introduced in the next section.

The last model we want to mention here originates from the supersymmetric extension of the Standard Model. It makes use of additional scalar fields in supersymmetry which have a shallow potential. During the inflationary epoch, a condensate can form along a so called flat direction and its non-zero vacuum expectation value can spontaneously break C and CP . If this direction has in addition a non-zero baryon number, this asymmetry remains when the condensate decays. This scenario is called the Affleck-Dine mechanism [22,26].

### 1.2 Phase Transitions

Phase transitions occur in a wide range of different physical systems. What makes the study so interesting is the fact that these transitions are characterized through a handful of parameters which are universal and thus allow us to use one description for several apparently completely unrelated systems.

Phase transitions can either be of first or of second order and if no such transition occurs when the system changes from one phase to another we speak of a crossover. Latent heat is involved in a first order transition where the system absorbs or releases energy without changing its temperature. In such a transition both phases are present simultaneously in different parts of the system. This is not the case in a second order transition which is also called a continuous phase transition. In a phase diagram there is usually a first order transition line eventually ending at a critical point where a second order transition takes place. This leaves the rest of the parameter space open for a crossover from one phase to another.

The most intuitive phase transitions to us are transitions between different phases of matter, namely solids, liquids and gases. As an example of a first order phase transition we consider boiling water in a pan where at one point we can observe the creation of bubbles of water vapor at the bottom of the pan. These bubbles then rise to the water surface where the vapor is released. During this time of bubble nucleation there coexist both the liquid and the gaseous phase inside the pan and the temperature does not rise above the boiling temperature until all the water has evaporated. The amount of absorbed energy divided by


Figure 1.1: Schematic temperature evolution of a generic potential with a phase transition.
the mass of the water is exactly the latent heat.
However, we can also have a phase transition in a system that moves from a symmetric to a broken phase or vice versa. Such a transformation is usually attributed to a change in temperature such that broken symmetries are restored at high temperatures. Figure 1.1 shows a temperature-dependent potential at different temperatures where the symmetry is restored at high temperatures, i.e. with $\phi=0$ being the global minimum for temperatures above some critical temperature $T_{c}$. This phenomenon is called symmetry restoration at high temperatures and can give rise to phase transitions [27].

The critical temperature $T_{c}$ is defined in the case of a first order phase transition as the temperature where the two minima are degenerate. In a second order transition it is the temperature at which the second derivative of the potential vanishes at $\phi=0$, i.e. $V^{\prime \prime}(0)=0$. The discontinuity in the entropy during a first order phase transition results in energy that has to be released which is done in the form of latent heat. Latent heat is thus a good measure for the strength of the transition.

A phase transition like the electroweak transition is described through a temperature-dependent potential as shown in figure 1.1. where going to high temperatures corresponds to going to earlier times in the thermal evolution of the universe. The QCD phase transition where the quark-gluon plasma goes into the confined hadronic phase at $T \sim 100 \mathrm{MeV}$ is another cosmological phase transition. The electroweak phase transition taking place at $T \sim 100 \mathrm{GeV}$ originates from the already mentioned spontaneous symmetry breaking of the Standard Model Higgs field, where the scalar Higgs field acquires a vacuum expectation value. The system goes from a symmetric phase to a "Higgs phase", giving non-thermal masses through the Higgs mechanism to all known massive particles. Fortunately for us and our theoretical models, energies of the order $\mathcal{O}(100 \mathrm{GeV})$ are accessible with particle accelerators such as the Large Hadron Collider (LHC) and thus these models can be tested.

Yang-Mills theories and especially the non-abelian $S U(2)$ gauge theory have an infinite number of degenerate vacua [28] which are distinguished by their

Chern-Simons number [28 30. A change in Chern-Simons number through a sphaleron process is related to a change in baryon number 31. A sphaleron is a solution of the electroweak theory at the saddle point between two neighboring vacuum states and its energy $E_{\text {sph }}$ corresponds to the height of the barrier. A sphaleron process is the transition between two vacua which in case of a system with energy $E<E_{\mathrm{sph}}$ becomes a tunneling transition and the tunneling rate in the broken phase is exponentially suppressed by a factor of $\exp \left[-E_{\mathrm{sph}}(T) / T\right]$.

In order for the electroweak phase transition to be the origin of baryogenesis one has to make sure that a created net baryon number is not washed out again, e.g. through sphaleron processes. Constraints on the washout rate, such that the measured baryon fraction remains, are also constraints for the ratio $E_{\mathrm{sph}}\left(T_{c}\right) / T_{c}$. The lowest and most restrictive bound then translates to the well known constraint for a first order phase transition 32]

$$
\begin{equation*}
\frac{\phi\left(T_{c}\right)}{T_{c}} \gtrsim 1 \tag{1.2.1}
\end{equation*}
$$

Thus, at the critical temperature $T_{c}$ the two degenerate vacua of the scalar potential have to be far enough apart to prevent a washout through sphaleron processes. From the requirement of non-equilibrium it is not surprising that a second order transition with $\phi\left(T_{c}\right) \simeq 0$ could not generate a baryon asymmetry. For the Standard Model to have a strong enough first order electroweak phase transition, this constraint leads to a bound on the Higgs mass.

The constraint usually used $\phi\left(T_{c}\right) / T_{c} \gtrsim 1$ for a first order phase transition is gauge-dependent [33, 34]. This dependence originates from the truncation of the perturbative series such that the critical temperature $T_{c}$ gets gaugedependencies even though it is determined from stationary points where the potential is gauge-independent. Nevertheless, applying Nielsen's identity [35 36] this problem can be circumvented and the critical temperature can be computed in a gauge-independent way (see Appendix D of 34).

In an idealized description of a phase transition we can write the corresponding temperature dependent scalar potential, making use of the notation of Quiros (p. 43 in ref. 37]), as

$$
\begin{equation*}
V(\phi, T)=D\left(T^{2}-T_{c}^{2}\right) \phi^{2}-E T \phi^{3}+\frac{\lambda}{4} \phi^{4} \tag{1.2.2}
\end{equation*}
$$

The three terms describe the three parts marked in figure 1.2, To strengthen the transition, i.e. to increase the height of the barrier separating the two minima and thus the distance of those two minima, new degrees of freedom are needed. We will see later on in section 1.3.1 that only bosonic degrees of freedom contribute to the part $\phi^{3} \frac{1}{1}$

To study thermal phase transitions we need a quantum field theory at finite temperatures. This theory is called thermal field theory.

### 1.3 Thermal Field Theory

In theoretical calculations of processes or decays for particle accelerators like the LHC, computations are usually done at zero-temperature. There is of course
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Figure 1.2: The form of the potential in eq. (1.2.2) at the critical temperature.
a good reason for that. We live at late times in the evolution of the universe, meaning that even the cosmic background radiation has cooled down to 2.725 K which is of the order of $10^{-4} \mathrm{eV}$. And even if energies in the TeV range are accessed in particle accelerators, very accurate predictions can still be made using techniques like parton distribution functions for the unknown internal structure of, say, a proton.

However, there are cases, where it is inevitable to include thermal effects to get an accurate picture of the physical processes. One such system is the point of collision in a particle accelerator where very high energy densities and thus temperatures are set free. These also include macroscopic cases of very high densities, e.g. in white dwarfs or neutron stars. Furthermore, thermal phase transitions like the one under study in this thesis are amongst them. Thus we have to understand how to handle perturbative calculations in quantum field theory at finite temperature, i.e. thermal field theory.

To understand some of the techniques and technicalities covered in this thesis we want to give a brief introduction of thermal field theory. This introduction does by no means claim to cover all the relevant topics of finite temperature field theories but only the most relevant aspects for this thesis. For a more thorough and complete introduction see $37+39$.

Here we want to cover the basics of thermal sum-integrals, the emergence of thermal mass terms and explain the concept and the necessity of resummation.

### 1.3.1 Thermal Integrals

Consider a scalar field $\phi(\vec{x}, t)$. We can write it in a Fourier representation

$$
\begin{equation*}
\phi(\vec{x}, t)=T \sum_{n=-\infty}^{\infty} \tilde{\phi}\left(\vec{x}, \omega_{n}\right) e^{i \omega_{n} t} \tag{1.3.1}
\end{equation*}
$$

where we have introduced the Matsubara modes $\omega_{n}=2 \pi n T, n \in \mathbb{Z}$ 40. The Kubo-Martin-Schwinger relations [41, 42] imply periodic boundary conditions on the Matsubara modes.

This then corresponds to compactifying the time, or rather temperature, direction. Thus performing an integration over all of space-time is no longer just a four dimensional integration but an integration over three spatial dimensions and an infinite sum over all Matsubara modes. We express this with the sum-
integral

$$
\begin{equation*}
{\underset{K}{K}}_{\mathcal{E}}^{\mathcal{W}_{n}}=T \sum_{\omega_{n}} \int \frac{d^{3} k}{(2 \pi)^{3}} . \tag{1.3.2}
\end{equation*}
$$

We define the one-loop integral functions as

and we split them up into a zero-temperature and a finite-temperature part as

$$
\begin{equation*}
J(m, T)=J_{\mathrm{vac}}(m)+J_{T}(m), \quad I(m, T)=I_{\mathrm{vac}}(m)+I_{T}(m) \tag{1.3.4}
\end{equation*}
$$

The function $J_{\mathrm{vac}}(m)$ corresponds to the well known one-loop ColemanWeinberg potential form

$$
\begin{equation*}
J_{\mathrm{vac}}(m)=-\frac{m^{4}}{64 \pi^{2}}\left[\frac{1}{\epsilon}-\ln \frac{m^{2}}{\bar{\mu}^{2}}+\frac{3}{2}+\mathcal{O}(\epsilon)\right] \tag{1.3.5}
\end{equation*}
$$

Taking the derivative with respect to $m$ as in eq. (1.3.3) gives us the function $A(m)$, given in Appendix A. 1 which reads

$$
\begin{equation*}
I_{\mathrm{vac}}(m)=A(m)=-\frac{m^{2}}{16 \pi^{2}}\left[\frac{1}{\epsilon}-\ln \frac{m^{2}}{\bar{\mu}^{2}}+1+\mathcal{O}(\epsilon)\right] \tag{1.3.6}
\end{equation*}
$$

The thermal parts of the functions $J$ and $I$ are

$$
\begin{align*}
& J_{T}(m)=\frac{T^{4}}{2 \pi^{2}} \int_{0}^{\infty} d x x^{2} \ln \left[1 \pm e^{-\sqrt{x^{2}+y^{2}}}\right]  \tag{1.3.7}\\
& I_{T}(m)=\frac{T^{2}}{2 \pi^{2}} \int_{0}^{\infty} d x \frac{x^{2}}{\sqrt{x^{2}+y^{2}}} \frac{1}{e^{\sqrt{x^{2}+y^{2}} \pm 1}} \tag{1.3.8}
\end{align*}
$$

where the signs correspond to bosons (-) and fermions (+) respectively and $y=m / T$. These integrals cannot be computed analytically, however, they can be expressed as a sum over modified Bessel functions of the second kind $K_{\alpha}(z)$. To do so we first change variables $x=y \sinh t \Rightarrow d x=y \cosh t d t$, such that

$$
\begin{equation*}
\frac{T^{4}}{2 \pi^{2}} \int_{0}^{\infty} d x x^{2} \ln \left[1 \pm e^{-\sqrt{x^{2}+y^{2}}}\right]=\frac{T^{4}}{2 \pi^{2}} \int_{0}^{\infty} d t y^{3} \sinh ^{2} t \cosh t \ln \left[1 \pm e^{-y \cosh t}\right] \tag{1.3.9}
\end{equation*}
$$

Now we have to distinguish between the bosonic and the fermionic case since the logarithm can be written as

$$
\begin{equation*}
\ln (1-z)=-\sum_{n=1}^{\infty} \frac{z^{n}}{n}, \quad \ln (1+z)=\sum_{n=1}^{\infty}(-1)^{n+1} \frac{z^{n}}{n} \tag{1.3.10}
\end{equation*}
$$

However, we see that the difference between the bosonic and fermionic sum is just a factor of $(-1)^{n}$. We can then write

$$
J_{T}(m)=-\frac{T^{4}}{2 \pi^{2}} \int_{0}^{\infty} d t y^{3} \sinh ^{2} t \cosh t \sum_{n=1}^{\infty}( \pm 1)^{n} \frac{e^{-y n \cosh t}}{n}
$$

$$
\begin{equation*}
=-\frac{T^{4}}{2 \pi^{2}} \int_{0}^{\infty} d t \frac{y^{3}}{2} \sinh t \sinh 2 t \sum_{n=1}^{\infty}( \pm 1)^{n} \frac{e^{-y n \cosh t}}{n} \tag{1.3.11}
\end{equation*}
$$

where we have used the identity $\sinh 2 t=2 \sinh t \cosh t$ and the signs now correspond to bosons (+) and fermions (-) respectively. We then integrate by parts using $d e^{-b f(a)} / d a=-b f^{\prime}(a) e^{-b f(a)}$, where the boundary term vanishes. This is true since $\left.\sinh 2 t e^{-\cosh t}\right|_{t=0}=\left.\sinh 2 t e^{-\cosh t}\right|_{t=\infty}=0$. We then get

$$
\begin{equation*}
J_{T}(m)=-\frac{y^{2} T^{4}}{2 \pi^{2}} \int_{0}^{\infty} d t \cosh 2 t \sum_{n=1}^{\infty}( \pm 1)^{n} \frac{e^{-y n \cosh t}}{n^{2}} \tag{1.3.12}
\end{equation*}
$$

Interchanging the sum and the integral as well as using the integral representation of the modified Bessel function

$$
\begin{equation*}
K_{\alpha}(z)=\int_{0}^{\infty} d t e^{-z \cosh t} \cosh \alpha t \tag{1.3.13}
\end{equation*}
$$

and inserting $y=m / T$ we get

$$
\begin{equation*}
J_{T}(m)=-\frac{m^{2} T^{2}}{2 \pi^{2}} \sum_{n=1}^{\infty} \frac{( \pm 1)^{n}}{n^{2}} K_{2}\left(\frac{n m}{T}\right) \tag{1.3.14}
\end{equation*}
$$

where the signs again correspond to bosons (+) and fermions (-). The computation of the sum-integrals of the functions $J$ and $I$ without the Bessel function representation is presented in the next chapter in section 3.2.1 and the results are summarized in Appendix A.2. However, we are often interested in evaluating these functions in the high-temperature limit, i.e. at small $y=m / T$. Taking this limit allows us to have an analytical expression and furthermore we can give physical meaning to different terms in the high-temperature expansion.

For the expansion of the bosonic $I$-function we split it up into two parts, namely the zero-mode Matsubara contribution and the non-zero mode Matsubara contribution. Using the expression for a standard integral given in eq. (A.0.5) we can immediately determine the zero-mode part

$$
\begin{equation*}
I_{n=0}(m)=T \int_{k} \frac{1}{k^{2}+m^{2}}=-\frac{m T}{4 \pi}+\mathcal{O}(\epsilon) . \tag{1.3.15}
\end{equation*}
$$

For the second part we first have to Taylor-expand before applying eq. A.0.5). We then use the alternating geometric series

$$
\begin{equation*}
\sum_{i=0}^{\infty} \frac{(-1)^{i} m^{i}}{A^{i+1}}=\frac{1}{A+m} \tag{1.3.16}
\end{equation*}
$$

to get

$$
\begin{align*}
I_{n \neq 0}(m) & =T \sum_{\omega_{n} \neq 0} \int_{k} \frac{1}{\omega_{n}^{2}+k^{2}+m^{2}}=2 T \sum_{n=1}^{\infty} \int_{k} \sum_{\ell=0}^{\infty}(-1)^{\ell} \frac{m^{2 \ell}}{\left[(2 \pi n T)^{2}+k^{2}\right]^{\ell+1}} \\
& =\frac{T^{2-2 \epsilon}}{2 \pi^{\frac{1}{2}+\epsilon} \sum_{\ell=0}^{\infty}\left(-\frac{m^{2}}{(2 \pi T)^{2}}\right)^{\ell} \frac{\Gamma\left(\ell-\frac{1}{2}+\epsilon\right)}{\Gamma(\ell+1)} \zeta(2 \ell-1+2 \epsilon)+\mathcal{O}(\epsilon), \quad} . .1 . \tag{1.3.17}
\end{align*}
$$

where $\Gamma(z)$ is the Euler gamma function and $\zeta(s)$ the Riemann zeta function. The sum over $\ell$ lists the terms in the $m^{2} / T^{2}$ expansion. We consider only the first three terms $\ell=0,1,2$ and expand up to $\mathcal{O}\left(\epsilon^{0}\right)$ to get

$$
\begin{equation*}
I_{n \neq 0}(m)=\frac{T^{2}}{12}-\frac{2 m^{2}}{(4 \pi)^{2}}\left[\frac{1}{2 \epsilon}+\ln \left(\frac{\bar{\mu} e^{\gamma_{E}}}{4 \pi T}\right)\right]+\frac{2 m^{4} \zeta(3)}{(4 \pi)^{4} T^{2}}+\mathcal{O}\left(\frac{m^{6}}{T^{6}}\right)+\mathcal{O}(\epsilon) \tag{1.3.18}
\end{equation*}
$$

To get the temperature-dependent part only, we subtract the vacuum contribution $I_{\mathrm{vac}}(m)$ from eq. (1.3.6). The divergence, which is temperatureindependent and in a full computation will be canceled by a counterterm, as well as the dependence on the renormalization scale $\bar{\mu}$ are thus subtracted. Adding the contribution from the zero-mode and omitting higher-order terms, the result reads

$$
\begin{equation*}
I_{T}(m)=\frac{T^{2}}{12}-\frac{m T}{4 \pi}-\frac{2 m^{2}}{(4 \pi)^{2}}\left[\ln \left(\frac{m e^{\gamma_{E}}}{4 \pi T}\right)-\frac{1}{2}\right]+\frac{2 m^{4} \zeta(3)}{(4 \pi)^{4} T^{2}} \tag{1.3.19}
\end{equation*}
$$

We can now use the relation

$$
\begin{equation*}
I(m, T)=\frac{1}{m} \frac{d}{d m} J(m, T) \quad \Rightarrow \quad J(m, T)=\int d m m I(m, T) \tag{1.3.20}
\end{equation*}
$$

to get the high-temperature expansion for the $J$-function. We again omit terms of order $\mathcal{O}(\epsilon)$ and $\mathcal{O}\left(m^{6} / T^{2}\right)$ and get

$$
\begin{equation*}
J_{T}(m)=-\frac{\pi^{2} T^{4}}{90}+\frac{m^{2} T^{2}}{24}-\frac{m^{3} T}{12 \pi}-\frac{m^{4}}{2(4 \pi)^{2}} \ln \left(\frac{m e^{\gamma_{E}}}{4 \pi T}\right) \tag{1.3.21}
\end{equation*}
$$

The fermionic counterpart can be calculated similarly and the resulting expansion to the same order is

$$
\begin{equation*}
J_{T}^{\text {fermion }}(m)=\frac{7}{8} \frac{\pi^{2} T^{4}}{90}-\frac{m^{2} T^{2}}{48}-\frac{m^{4}}{2(4 \pi)^{2}} \ln \left(\frac{m e^{\gamma_{E}}}{\pi T}\right) \tag{1.3.22}
\end{equation*}
$$

Applying the relation (1.3.20) to the zero-mode contribution (1.3.15) we get

$$
\begin{equation*}
J_{n=0}(m)=-\frac{m^{3} T}{12 \pi}+\mathcal{O}(\epsilon) \tag{1.3.23}
\end{equation*}
$$

We see that the term $\sim m^{3} T$, related to the zero-mode contribution, is absent in the fermionic expansion in eq. (1.3.22) as it should be, since there are no fermionic zero-modes. This is true more generally for all terms of odd powers of $m$. In higher-order perturbative calculations, these terms lead in the small mass limit to $1 / m$ divergences which have to be taken care of. The cure for this infrared problem is resummation. This term in the expansion is the reason we need bosonic degrees of freedom to strengthen a phase transition as alluded to in section 1.2 .

Before we tackle the problem of resummation, however, we take a look at the term $\sim m^{2} T^{2}$ in the expansions (1.3.21) and (1.3.22) which can be interpreted as a thermal mass term.


Figure 1.3: Diagram contributing to the thermal mass at one-loop in the $\phi^{4}$ toy-model.

### 1.3.2 Thermal Masses

We have seen above that there is a term $\sim T^{2}$ in the high-temperature expansions of the $J$-function for bosons (1.3.21) and fermions (1.3.22). This term, i.e. the leading term in the expansion, since the one $\sim T^{4}$ is constant, or rather the coefficient multiplying $m^{2}$ can be interpreted as a thermal mass term. The effective mass parameter of a particle then not only gets contributions from the zero-temperature loop expansion but also from thermal loops.

To demonstrate how this works in a simple theory, we consider a scalar $\phi^{4}$ toy-model with the Lagrangian

$$
\begin{equation*}
\mathcal{L}_{\phi^{4}}=\frac{1}{2} \partial_{\mu} \phi \partial^{\mu} \phi+\frac{m_{\phi}^{2}}{2} \phi^{2}+\frac{\lambda}{4} \phi^{4} . \tag{1.3.24}
\end{equation*}
$$

Writing the bare Lagrangian as $\mathcal{L}_{B}=\mathcal{L}_{\phi^{4}}+\delta \mathcal{L}_{\phi^{4}}$, where $\delta \mathcal{L}_{\phi^{4}}$ contains the vacuum counterterms, we can add and subtract a thermal mass term [43, 44]. The bare Lagrangian is then written as

$$
\begin{equation*}
\mathcal{L}_{B}=\mathcal{L}_{\phi^{4}}+\frac{\delta m_{T}^{2}}{2} \phi^{2}+\delta \mathcal{L}_{\phi^{4}}-\frac{\delta m_{T}^{2}}{2} \phi^{2} \tag{1.3.25}
\end{equation*}
$$

The term $+\delta m_{T}^{2}$ is then included in the calculation along with the vacuum masses while the term $-\delta m_{T}^{2}$ is treated as an additional, i.e. thermal, counterterm.

We now want to compute the effective mass parameter which at tree-level is $m_{\text {eff }}^{2}=m_{\phi}^{2}+3 \lambda \phi^{2}$. For the calculation of the thermal mass term we consider the high-temperature regime and neglect external momenta. In this simple model, there is only one contributing diagram, which is shown in figure 1.3. It can be expressed in terms of the master integral function

$$
\begin{equation*}
I(0)=\frac{T^{2}}{12} \tag{1.3.26}
\end{equation*}
$$

The thermal mass contribution to the mass of the scalar is then

$$
\begin{equation*}
\delta m_{T}^{2}=3 \lambda I(0)=\frac{\lambda T^{2}}{4} \tag{1.3.27}
\end{equation*}
$$

and the effective mass parameter becomes

$$
\begin{equation*}
\widetilde{m}_{\mathrm{eff}}^{2}=m_{\mathrm{eff}}^{2}+\delta m_{T}^{2}=m_{\phi}^{2}+3 \lambda \phi^{2}+\delta m_{T}^{2}, \tag{1.3.28}
\end{equation*}
$$

where we have introduced the notation $\widetilde{m}$ for masses including their thermal mass terms.

We now turn to the issue of the infrared divergences mentioned at the end of section 1.3.1. The solution to this problem is called resummation.


Figure 1.4: Generic ring or daisy diagram. The dashed line is a zero-mode propagator and solid lines are non-zero mode propagators.

### 1.3.3 Resummation

The problematic terms in the small mass limit of the perturbative expansion are those from the Matsubara zero-mode. To get rid of the infrared divergences one has to resum so called ring or daisy diagrams to all orders 45]. Ring diagrams as shown in figure 1.4 consist of one zero-mode propagator dressed with $N$ non-zero mode loops, where then the sum over all $N$ is taken.

To demonstrate how resummation is implemented we again consider the simple $\phi^{4}$ toy-model Lagrangian given in eq. (1.3.24). The unresummed oneloop potential only includes the vacuum blob

$$
\begin{equation*}
V_{\phi^{4}, \text { unres }}^{\text {one-loop }}=\square=J\left(m_{\mathrm{eff}}\right) \text {. } \tag{1.3.29}
\end{equation*}
$$

As we have mentioned at the end of section 1.3.1, it is necessary to resum the Matsubara zero-modes to ensure infrared finiteness. We therefore subtract the unresummed zero-mode contribution from the potential and add the resummed expression which includes the thermal mass contribution. The resummed potential is then written as

$$
\begin{equation*}
V_{\phi^{4}, \text { res }}^{\mathrm{one}}=J\left(m_{\mathrm{eff}}\right)-J_{n=0}\left(m_{\mathrm{eff}}\right)+J_{n=0}\left(\widetilde{m}_{\mathrm{eff}}\right) . \tag{1.3.30}
\end{equation*}
$$

Even though it is necessary to resum the zero-modes, to spare us from having to implement three $J$-functions we choose to resum all modes instead. This is an alternative resummation prescription with its own drawbacks as described below. To emphasize the different resummation prescription we denote the potential by $V_{\text {res }}$ '. It takes the simple form

$$
\begin{equation*}
V_{\phi^{4}, \text { res' }}^{\text {one-loop }}=J\left(\widetilde{m}_{\mathrm{eff}}\right) \tag{1.3.31}
\end{equation*}
$$

We now look at the divergent part of this potential which comes from the zero-temperature part in eq. (1.3.5) and reads

$$
\begin{equation*}
\left.V_{\phi^{4}, \text { res }}, 1 / \epsilon\right]=-\frac{\widetilde{m}_{\text {eff }}^{4}}{64 \pi^{2} \epsilon}=\frac{m_{\phi}^{4}+9 \lambda^{2} \phi^{4}+6 \lambda m_{\phi}^{2} \phi^{2}+2 \delta m_{T}^{2}\left(m_{\phi}^{2}+3 \lambda \phi^{2}\right)+\left(\delta m_{T}^{2}\right)^{2}}{64 \pi^{2} \epsilon} \tag{1.3.32}
\end{equation*}
$$

The temperature-independent parts get canceled by the vacuum counterterms of lower order as usual ( $\delta \mathcal{L}_{\phi^{4}}$ in eq. (1.3.25)). However, the temperaturedependent parts only get canceled by terms of higher order. The term $\sim \delta m_{T}^{2}$


Figure 1.5: Topologies canceling the temperature-dependent divergences of the one-loop potential. The cross denotes a contribution from an insertion of $\delta m_{T}^{2}$.
gets canceled by a contribution from the diagram (a) in figure 1.5 which is part of the two-loop potential. The last term $\sim \delta m_{T}^{4}$ is canceled by a one-loop topology with two thermal mass insertions as shown in diagram (b) in figure 1.5 which is counted as of three-loop order.

The fact that ultraviolet divergences do not cancel order by order is the prize to pay for the simplicity of the alternative resummation prescription introduced in eq. 1.3.31). In practice, computations are only performed up to a certain order in perturbation theory and thus some temperature-dependent divergences remain uncanceled. In our calculations we remove these divergences, that are formally of higher order, by hand.

## Chapter 2

## Phase Transition in the Standard Model

The Standard Model of particle physics has proven to be very accurate and data from the Large Hadron Collider suggest that it represents a precise description of nature up to energy scales of several hundred GeV. However, since the discovery of the Higgs boson at the LHC [46]47] we know that its mass of $m_{h}=125.09 \pm 0.24$ GeV [48 is too high to meet the bounds mentioned in section 1.2. The line of first order transitions has a second order transition endpoint at $m_{h} \sim m_{W}$ [49-52] and for heavier Higgs masses the transition is a crossover.

Therefore, within the Standard Model the spontaneous symmetry breaking at the electroweak scale did not occur through a phase transition, but was a smooth crossover [49, 53 57]. This means that as the universe cooled down to temperatures below this crossover, the plasma did not depart from thermal equilibrium. Since the third Sakharov condition is not met, the Standard Model cannot explain baryogenesis at the electroweak scale.

Nevertheless, even without a thermal phase transition at the electroweak scale there is still some interesting physics going on at temperatures around $T \sim 160 \mathrm{GeV}$. These SM background effects could potentially have an imprint on some Beyond the Standard Model non-equilibrium physics. Even small features in the equation of state could have an impact on dark matter decoupling in this temperature range [58] or some $B+L$ violating rate that is switched off rapidly [59, 60]. The Standard Model background could then determine the fraction of a given lepton number produced around this scale, that is converted into baryons 61.

To describe this background we need to study the SM equation of state around the crossover. We do this through a perturbative three-loop computation where we use existing data within a dimensionally reduced effective theory on the lattice. We then integrate across the crossover and calculate different thermodynamic functions. The anticipated order is $\mathcal{O}\left(g^{5}\right)$ where $g$ is some generic coupling constant.

We start off by deriving a master equation for the pressure, or rather its logarithmic temperature derivative, in section 2.1. We then treat each of the three terms arising in the master equation individually in sections 2.2, 2.3 and 2.4 before presenting our results in section 2.5. The possible implications of
these results are described in section 2.6

### 2.1 Master Equation

The first step in our study is to derive a master equation whose parts we then compute individually. We consider the Standard Model with the scalar part of the Euclidean Lagrangian

$$
\begin{equation*}
\delta \mathcal{L}_{E}=-\nu_{B}^{2} \phi^{\dagger} \phi+\lambda_{B}\left(\phi^{\dagger} \phi\right)^{2} . \tag{2.1.1}
\end{equation*}
$$

The renormalized parameters corresponding to the bare ones $\nu_{B}^{2}$ and $\lambda_{B}$ are denoted by $\nu^{2}$ and $\lambda$. In our study we are considering the temperature range

$$
\begin{equation*}
T^{2} \gtrsim \frac{\nu^{2}}{g^{2}}, \tag{2.1.2}
\end{equation*}
$$

where $g^{2}$ is some generic coupling constant $g^{2} \in\left\{\lambda, h_{t}^{2}, g_{1}^{2}, g_{2}^{2}, g_{3}^{2}\right\}$. Looking at the lower edge of this range, the effective Higgs mass parameter of the dimensionally reduced theory, $\bar{m}_{3} 62$ satisfies

$$
\begin{equation*}
\left|\bar{m}_{3}^{2}\right| \sim\left|-\nu^{2}+g^{2} T^{2}\right| \lesssim \frac{g^{3} T^{2}}{\pi} . \tag{2.1.3}
\end{equation*}
$$

If the sign is negative we are in a Higgs phase where the Higgs field has an expectation value $v^{2} \sim-\bar{m}_{3} / \lambda>0$. This expectation value is small $(v \lesssim \sqrt{g} T)$ in our parameter range since $\lambda \sim g^{2}$ for a Higgs mass $m_{h} \simeq 125 \mathrm{GeV}$.

The dynamics of the system is non-perturbative if momenta in the range $\left|\bar{m}_{3}^{2}\right| \sim\left(g^{2} T / \pi\right)^{2}$ are considered [63, 64 and thus they have to be treated with lattice simulations. However, the non-perturbative nature is associated with particular modes and can thus be described by a dimensionally reduced effective theory [65,66. Such a theory is constructed perturbatively but nevertheless the accuracy is expected to be at the percent level. This estimate is based on the analysis of higher-order operators that are truncated in this theory [62], and on a comparison of lattice results in the dimensionally reduced theory with a full 4 -dimensional simulation [52,67.

The basic observable we are considering is the thermodynamic pressure $p_{B}(T)$ which only depends on one thermodynamic variable, namely the temperature, since we set chemical potentials associated with conserved charges such as $B-L$ or the hypercharge magnetic flux to zero.

Following [68, 69], where the parameter ranges $\bar{m}_{3} \sim g^{2} T$ and $\bar{m}_{3} \sim g^{3} T / \pi$ respectively have already been considered, we rewrite the pressure as

$$
\begin{equation*}
p_{B}(T)=p_{E}(T)+p_{M}(T)+p_{G}(T) . \tag{2.1.4}
\end{equation*}
$$

The three parts collect contributions from different momentum scales. While the hard scales $k \sim \pi T$ contribute to $p_{E}$, the soft scales $k \sim g T$ contribute to $p_{M}$ and the ultrasoft scales $k \sim g^{2} T / \pi$ to $p_{G}$. We use the terminology from QCD where the effective theory contributing to $p_{M}$ is called the Electrostatic Standard Model (ESM) while the one contributing to $p_{G}$ Magnetostatic Standard Model (MSM).

We do not present here the full three-loop calculation performed for the different contributions of the thermodynamic pressure. The explicit result in






Figure 2.1: Vacuum three-loop topologies.
terms of master integral functions of all the contributing diagrams or family of diagrams can be found in 68] with typos and corrections listed in the Appendix of [1. We only want to show the relevant topologies and the corresponding master integrals.

At one-loop there is only one diagram which is related to the $J$-function given in the next chapter in section 3.2.1, that is

$$
\begin{equation*}
\sim \sim J(m) \tag{2.1.5}
\end{equation*}
$$

At two-loop we have contributions from the topologies

where the functions $I(m)$ and $H(m)$ are given in sections 3.2.1 and 3.2.2 in the next chapter. The sum-integral functions in these sections refer to the full theory. However, here we also need the three-dimensional integrations for the contributions to $p_{M}$ and $p_{G}$. An example of such a computation is given in section [2.3] At three-loop there are six different topologies contributing which are shown in figure 2.1.

The calculation of the pressure can then be carried out both in the full 4dimensional theory as well as in the dimensionally reduced effective theory. The particle content in the reduced 3d-theory is different from the full theory. After the first reduction step, i.e. in the ESM, there are no longer any fermions, since they all have masses of the order $\sim \pi T$ and only Matsubara zero-modes remain. Furthermore, we distinguish between the spatial and temporal parts of the gauge bosons since the latter get a Debye screening mass contribution [68] of order $m_{E} \sim g T$. The theory can then be viewed as a 3d-theory with a fundamental scalar, i.e. the Higgs, and adjoint scalars, i.e. the temporal components of the gauge fields. The next reduction step to the MSM leaves us with a 3d-theory where the temporal parts of the gauge fields have been integrated out.

Using dimensional reduction gives us a new set of parameters, couplings and masses, we can then relate to the ones of the full theory by matching coefficients of Green's functions in either theory. These parameters themselves are then expressed in terms of physical parameters, like pole masses and the
muon lifetime. This is presented in [62] and for the couplings used in the next chapter the procedure is described in section 3.3

The pressure in eq. (2.1.4) has to be renormalized and we do so by assuming that it vanishes at $T=0$. We then write

$$
\begin{equation*}
p(T)=p_{B}(T)-p_{B}(0) . \tag{2.1.7}
\end{equation*}
$$

Now rather than calculating the pressure itself we are interested in the dimensionless ratio $p(T) / T^{4}$. As alluded to above, we want to integrate the pressure across the electroweak crossover. If, on either side, we are far from the crossover, say $T_{0} \ll 160 \mathrm{GeV}$ and $T_{1} \gg 160 \mathrm{GeV}$, we can determine the pressure by a direct perturbative computation. The integration to be determined then reads

$$
\begin{equation*}
\frac{p\left(T_{1}\right)}{T_{1}^{4}}-\frac{p\left(T_{0}\right)}{T_{0}^{4}}=\int_{T_{0}}^{T_{1}} \frac{d T}{T} T \frac{d}{d T}\left[\frac{p(T)}{T^{4}}\right] \tag{2.1.8}
\end{equation*}
$$

We need to compute the logarithmic temperature derivative of the dimensionless ratio $p / T^{4}$. Since scale invariance is broken explicitly by the Higgs mass term and by quantum corrections the result is non-zero. The integrand of (2.1.8) can be expressed in terms of the energy density $e(T)$ as

$$
\begin{equation*}
\Delta(T)=T \frac{d}{d T}\left[\frac{p(T)}{T^{4}}\right]=\frac{e(T)-3 p(T)}{T^{4}} \tag{2.1.9}
\end{equation*}
$$

We again use a terminology known from QCD where $\Delta(T)$ is referred to as the trace anomaly. Now since in (2.1.7) all $1 / \epsilon$ divergences cancel we can replace the bare pressure by the renormalized one, denoted by $p_{R}$. Furthermore, for dimensional reasons we may write the dimensionless ratio $\hat{p}=p / T^{4}$ as

$$
\begin{equation*}
\frac{p(T)}{T^{4}}=\hat{p}_{R}\left(\frac{\bar{\mu}}{T}, \frac{\nu^{2}(\bar{\mu})}{T^{2}}, g^{2}(\bar{\mu})\right)-\frac{p_{0 R}\left(\bar{\mu}, \nu^{2}(\bar{\mu}), g^{2}(\bar{\mu})\right)}{T^{4}} \tag{2.1.10}
\end{equation*}
$$

where $p_{0 R}$ is the renormalized pressure at zero-temperature.
The bare pressure can be written in terms of the grand canonical partition function, which is defined through the thermodynamical limit

$$
\begin{equation*}
\mathcal{Z}=\lim _{V \rightarrow \infty} \exp \left[\frac{p_{B}(T) V}{T}\right] \tag{2.1.11}
\end{equation*}
$$

The partition function relates to the Euclidean path integral as

$$
\begin{equation*}
\mathcal{Z}=\int \mathcal{D} A \mathcal{D} \psi \mathcal{D} \bar{\psi} \mathcal{D} \phi \exp \left[-\int_{X} \mathcal{L}_{E}\right] \tag{2.1.12}
\end{equation*}
$$

where in our case the path integral includes integrations over all gauge fields $A$, fermion and anti-fermion fields $\psi$ and $\bar{\psi}$ and the Higgs field $\phi$.The integral $\int_{X}=\int_{0}^{\beta} d \tau \int_{x}$ is defined in the notations in the preface of this thesis. We can then write the pressure as

$$
\begin{equation*}
p_{B}(T)=\lim _{V \rightarrow \infty} \frac{T}{V} \ln \left\{\int \mathcal{D} A \mathcal{D} \psi \mathcal{D} \bar{\psi} \mathcal{D} \phi \exp \left[-\int_{X} \mathcal{L}_{E}\right]\right\} . \tag{2.1.13}
\end{equation*}
$$

To calculate the trace anomaly we need to take the derivative with respect to the Higgs mass parameter $\nu^{2}(\bar{\mu})$, or rather the dimensionless ratio $\nu^{2}(\bar{\mu}) / T^{2}$
of $\hat{p}_{R}$. To do so, we first write $\nu_{B}^{2}=\mathcal{Z}_{m} \nu^{2}(\bar{\mu})$, where $\mathcal{Z}_{m}$ is the renormalization factor which always appears in the combination $\mathcal{Z}_{m}\left\langle\phi^{\dagger} \phi\right\rangle$, in the part of the Lagrangian given in eq. (2.1.1). Even though they are not explicitly needed here, we also replace the other bare couplings with the renormalized ones. The derivative of the renormalized pressure, i.e. the renormalized expression of eq. (2.1.13), is then

$$
\begin{align*}
\frac{\partial \hat{p}_{R}}{\partial\left(\nu^{2} / T^{2}\right)} & =\frac{1}{T^{4}} \frac{\partial}{\partial\left(\nu^{2} / T^{2}\right)} \lim _{V \rightarrow \infty} \frac{T}{V} \ln \left\{\int \mathcal{D}[\ldots] C \exp \left[T^{2} \int_{X} \frac{\mathcal{Z}_{m} \nu^{2}}{T^{2}} \phi^{\dagger} \phi\right]\right\} \\
& =\lim _{V \rightarrow \infty} \frac{T}{V} \frac{1}{\mathcal{Z}_{0} T^{4}} \int \mathcal{D}[\ldots] e^{-S_{E}} T^{2} \int_{X} \mathcal{Z}_{m} \phi^{\dagger} \phi \\
& =\lim _{V \rightarrow \infty} \frac{T}{V} \frac{1}{T^{2}} \int_{X} \mathcal{Z}_{m}\left\langle\phi^{\dagger} \phi\right\rangle \tag{2.1.14}
\end{align*}
$$

where $\mathcal{D}[\ldots]$ is the path integration measure for all the fields, $C$ includes all $\nu^{2}$-independent terms in the action and $\mathcal{Z}_{0}=\int \mathcal{D}[\ldots] e^{-S_{E}}$, where $S_{E}$ is the Euclidean action. In the last step we have changed the order of the integration and used the definition of the expectation value $\langle A\rangle=\mathcal{Z}_{0}^{-1} \int \mathcal{D}[\ldots] A e^{-S_{E}}$. Since the integration $\int_{X}=V \beta=V / T$, the factor $T / V$ is canceled and the limit can be taken. We can then write

$$
\begin{equation*}
\frac{\partial \hat{p}_{R}}{\partial\left(\nu^{2}(\bar{\mu}) / T^{2}\right)}=\frac{\left[\mathcal{Z}_{m}\left\langle\phi^{\dagger} \phi\right\rangle\right]_{R}}{T^{2}} \tag{2.1.15}
\end{equation*}
$$

where we have added the subscript $R$ to indicate that renormalized quantities are used.

We can now take the logarithmic temperature derivative of eq. (2.1.10) and thus the trace anomaly can be written as

$$
\begin{align*}
T \frac{d}{d T}\left[\frac{p(T)}{T^{4}}\right] & =T \frac{\partial(\bar{\mu} / T)}{\partial T} \frac{\partial \hat{p}_{R}}{\partial(\bar{\mu} / T)}+T \frac{\partial\left(\nu^{2}(\bar{\mu}) / T^{2}\right)}{\partial T} \frac{\partial \hat{p}_{R}}{\partial\left(\nu^{2}(\bar{\mu}) / T^{2}\right)}+T \frac{4 p_{0 R}}{T^{5}} \\
& =-\frac{\partial \hat{p}_{R}}{\partial \ln [\bar{\mu} / T]}-\frac{2 \nu^{2}(\bar{\mu})\left[\mathcal{Z}_{m}\left\langle\phi^{\dagger} \phi\right\rangle\right]_{R}}{T^{4}}+\frac{4 p_{0 R}}{T^{4}} \tag{2.1.16}
\end{align*}
$$

This is our master equation whose three parts correspond to three different contributions. The first term collects the explicit logarithms appearing in $\hat{p}_{R}$ which correspond to the breaking of scale invariance by quantum corrections. The second part grasps the temperature evolution of the Higgs condensate where the vacuum expectation value introduces an explicit breaking of scale invariance. The last term is the vacuum renormalization. We want to study each of these terms individually.

Although we checked and corrected (see Appendix of [1]) the calculation of the pressure in both the full and the reduced effective theory, we do not want to list all the various coefficients again here. They can be found in the Appendices of 68] and can with minor changes in notation directly be used here 1

### 2.2 Scale violation by Quantum Corrections

There are two ways to collect the logarithms appearing in the loop corrections in our perturbative study needed for evaluating the first term in the master equa-

[^1]tion (2.1.16). One way is to read off the logarithmic contributions directly from the explicit calculation of the various coefficients. The other way is presented here, where we make use of the fact that the pressure as an observable is scale invariant and thus the scale violation has to be compensated by the running of the couplings.

The first thing to note is that the part $\hat{p}_{G}$ in eq. (2.1.4) only contributes at the order $\mathcal{O}\left(g^{6}\right)$ and can thus be neglected for this part. Furthermore, the running of the couplings is of the form [68]

$$
\begin{equation*}
g^{2}(\bar{\mu})=g^{2}\left(\bar{\mu}_{0}\right)+\eta g^{4}(\bar{\mu}) \ln \frac{\bar{\mu}}{\bar{\mu}_{0}}+\mathcal{O}\left(g^{6}\right) \tag{2.2.1}
\end{equation*}
$$

where $\eta$ is a numerical constant and $\bar{\mu}_{0}$ some reference scale. Since we take the derivative of the pressure with respect to the renormalization scale $\bar{\mu}$ and derivatives of the runnings are of the order $\bar{\mu} d g^{2} / d \bar{\mu} \sim g^{4}$, we only need the pressure up to $\mathcal{O}\left(g^{3}\right)$. Up to this order the pressure reads

$$
\begin{align*}
& \hat{p}_{E}+\hat{p}_{M}= \\
& \quad=\alpha_{E 1}+g_{1}^{2} \alpha_{E B}+g_{2}^{2} \alpha_{E A}+g_{3}^{2} \alpha_{E C}+\lambda \alpha_{E \lambda}+h_{t}^{2} \alpha_{E Y}+\frac{\nu^{2}}{T^{2}} \alpha_{E \nu} \\
& \quad+\frac{\nu^{4}}{(4 \pi)^{2} T^{4}}\left(\frac{1}{\epsilon}+\alpha_{E \nu \nu}\right)+\frac{1}{12 \pi T^{3}}\left[\left(m_{E 1}^{2(0)}\right)^{\frac{3}{2}}+3\left(m_{E 2}^{2(0)}\right)^{\frac{3}{2}}+8\left(m_{E 3}^{2(0)}\right)^{\frac{3}{2}}\right] . \tag{2.2.2}
\end{align*}
$$

The leading order contributions of the Debye masses are
$m_{E 1}^{2(0)}=\left(\frac{1}{6}+\frac{5 n_{G}}{9}\right) g_{1}^{2} T^{2}, \quad m_{E 2}^{2(0)}=\left(\frac{5}{6}+\frac{n_{G}}{3}\right) g_{2}^{2} T^{2}, \quad m_{E 3}^{2(0)}=\left(1+\frac{n_{G}}{3}\right) g_{3}^{2} T^{2}$.
With the exception of $\alpha_{E \nu \nu}$, all coefficients in eq. (2.2.2) are scale independent. Our coefficient $\alpha_{E \nu \nu}$ differs from [68], where they chose to renormalize the pressure such that it vanishes in the symmetric phase at zero temperature. Our renormalization condition requires the pressure to vanish at zero temperature in the broken phase. In terms of the group theory factor $d_{F}=2$ of $S U(2)$ and the number of scalars $n_{S}=1$ this coefficient reads

$$
\begin{equation*}
\alpha_{E \nu \nu}=d_{F} n_{S}\left(\ln \frac{\bar{\mu}}{4 \pi T}+\gamma_{E}\right) . \tag{2.2.4}
\end{equation*}
$$

Using now that explicit logarithms must cancel against the running of the couplings we write

$$
\begin{align*}
\frac{\left[\partial \hat{p}_{E}+\hat{p}_{M}\right]_{R}}{\partial \ln [\bar{\mu} / T]}= & -\alpha_{E B} \bar{\mu} \frac{d g_{1}^{2}}{d \bar{\mu}}-\alpha_{E A} \bar{\mu} \frac{d g_{s}^{2}}{d \bar{\mu}}-\alpha_{E C} \bar{\mu} \frac{d g_{3}^{2}}{d \bar{\mu}}-\alpha_{E \lambda} \bar{\mu} \frac{d \lambda}{d \bar{\mu}} \\
& -\alpha_{E Y} \bar{\mu} \frac{d h_{t}^{2}}{d \bar{\mu}}-\frac{\alpha_{E \nu}}{T^{2}} \bar{\mu} \frac{d \nu^{2}}{d \bar{\mu}}+\frac{\nu^{4}}{(4 \pi)^{2} T^{4}} \bar{\mu} \frac{d \alpha_{E \nu \nu}}{d \bar{\mu}} \\
& -\sum_{i=1}^{3} \frac{d_{i} m_{E i}^{(0)}}{8 \pi T^{3}} \bar{\mu} \frac{d m_{E i}^{2(0)}}{d \bar{\mu}}+\mathcal{O}\left(g^{6}\right) \tag{2.2.5}
\end{align*}
$$

where $d_{i}$ are the degrees of freedom of the gauge bosons $d_{1}=1, d_{2}=3$ and $d_{3}=8$. Inserting the running of the couplings we arrive at

$$
\begin{equation*}
-\frac{\left[\partial \hat{p}_{E}+\hat{p}_{M}\right]_{R}}{\partial \ln [\bar{\mu} / T]}=\Delta_{1}(T), \tag{2.2.6}
\end{equation*}
$$

with

$$
\begin{align*}
\Delta_{1}(T)= & \frac{1}{(4 \pi)^{2}}\left[\frac{198+141 n_{G}-20 n_{G}^{2}}{54} g_{3}^{4}+\frac{266+163 n_{G}-40 n_{G}^{2}}{288} g_{2}^{4}\right. \\
& -\frac{144+375 n_{G}+1000 n_{G}^{2}}{7776} g_{1}^{4}-\frac{g_{1}^{2} g_{2}^{2}}{32}-h_{t}^{2}\left(\frac{7 h_{t}^{2}}{32}-\frac{5 g_{3}^{2}}{6}-\frac{15 g_{2}^{2}}{64}-\frac{85 g_{1}^{2}}{576}\right) \\
& \left.-\lambda\left(\lambda+\frac{h_{t}^{2}}{2}-\frac{g_{1}^{2}+3 g_{2}^{2}}{8}\right)+\frac{\nu^{2}}{T^{2}}\left(h_{t}^{2}+2 \lambda-\frac{g_{1}^{2}+3 g_{2}^{2}}{4}\right)-\frac{2 \nu^{2}}{T^{4}}\right] \\
- & \frac{1}{(4 \pi)^{3}}\left[32 g_{3}^{5}\left(1+\frac{n_{G}}{3}\right)^{\frac{3}{2}}\left(\frac{11}{4}-\frac{n_{G}}{3}\right)+12 g_{2}^{5}\left(\frac{5}{6}+\frac{n_{G}}{3}\right)^{\frac{3}{2}}\left(\frac{43}{24}-\frac{n_{G}}{3}\right)\right. \\
& \left.-4 g_{1}^{5}\left(\frac{1}{6}+\frac{5 n_{G}}{9}\right)^{\frac{3}{2}}\left(\frac{1}{24}+\frac{5 n_{G}}{9}\right)\right]+\mathcal{O}\left(g^{6}\right) . \tag{2.2.7}
\end{align*}
$$

### 2.3 Higgs Condensate

As in eq. (2.1.4), we split the pressure into contributions from different momentum scales and express the Higgs condensate as

$$
\begin{equation*}
\mathcal{Z}_{m}\left\langle\phi^{\dagger} \phi\right\rangle=\frac{\partial p_{E}}{\partial \nu^{2}}+\frac{\partial p_{M}}{\partial \nu^{2}}+\frac{\partial p_{G}}{\partial \nu^{2}} . \tag{2.3.1}
\end{equation*}
$$

Since $\mathcal{Z}_{m}\left\langle\phi^{\dagger} \phi\right\rangle$ is multiplied by $\nu^{2}$ in our master equation (2.1.16) and since we assume $\nu^{2} \sim g^{2} T^{2}$ we only need to determine $\mathcal{Z}_{m}\left\langle\phi^{\dagger} \phi\right\rangle$ up to order $\mathcal{O}\left(g^{3}\right)$.

The first term, collecting the contributions from the hard scales, can be extracted directly from the perturbative expression for $p_{E}$ in ref. 68]. It reads

$$
\begin{align*}
\frac{\partial p_{E}}{\partial \nu^{2}}= & T^{2}\left(\alpha_{E \nu}+\frac{g_{1}^{2} \alpha_{E B \nu}+g_{2}^{2} \alpha_{E A \nu}+\lambda \alpha_{E \lambda \nu}+h_{t}^{2} \alpha_{E Y \nu}}{(4 \pi)^{2}}\right) \\
& +\frac{2 \nu^{2}}{(4 \pi)^{2}}\left(\frac{1}{\epsilon}+\alpha_{E \nu \nu}\right)+\mathcal{O}\left(g^{4}\right) . \tag{2.3.2}
\end{align*}
$$

Inserting the coefficients, some $1 / \epsilon$ divergences still remain and we have

$$
\begin{align*}
\frac{\partial p_{E}}{\partial \nu^{2}}= & \frac{T^{2}}{6}-\frac{T^{2}}{6(4 \pi)^{2}}\left[\frac{3}{2}\left(g_{1}^{2}+3 g_{2}^{2}\right)\left(\frac{1}{\epsilon}+3 \ln \frac{\bar{\mu}}{4 \pi T}+\gamma_{E}+\frac{5}{3}+\frac{2 \zeta^{\prime}(-1)}{\zeta(-1)}\right)\right. \\
& \left.+6 h_{t}^{2}\left(\ln \frac{\bar{\mu}}{4 \pi T}+\gamma_{E}\right)+12 \lambda\left(\ln \frac{\bar{\mu}}{4 \pi T}+\gamma_{E}\right)\right] \\
& +\frac{4 \nu^{2}}{(4 \pi)^{2}}\left(\frac{1}{2 \epsilon}+\ln \frac{\bar{\mu}}{4 \pi T}+\gamma_{E}\right)+\mathcal{O}\left(g^{4}\right) \tag{2.3.3}
\end{align*}
$$

The contributions from the soft scales originate from the dependence of the effective mass parameters on $\nu^{2}$ :

$$
\begin{equation*}
\frac{\partial p_{M}}{\partial \nu^{2}}=\sum_{i=1,2} \frac{\partial m_{E i}^{2}}{\partial \nu^{2}} \frac{\partial p_{M}}{\partial m_{E i}^{2}}+\frac{\partial m_{3}^{2}}{\partial \nu^{2}} \frac{\partial p_{M}}{\partial m_{3}^{2}}+\mathcal{O}\left(g^{6}\right) . \tag{2.3.4}
\end{equation*}
$$

The first two terms can be calculated from the Debye mass parameters

$$
\begin{equation*}
m_{E 1}^{2}=g_{1}^{2}\left(T^{2} \beta_{E 1}^{\prime}-\frac{\nu^{2}}{(4 \pi)^{2}} \beta_{E \nu}^{\prime}\right)+\ldots, \quad m_{E 2}^{2}=g_{2}^{2}\left(T^{2} \beta_{E 1}-\frac{\nu^{2}}{(4 \pi)^{2}} \beta_{E \nu}\right)+\ldots \tag{2.3.5}
\end{equation*}
$$

where the coefficients $\beta_{E 1}^{\prime}$ and $\beta_{E 1}$ are the coefficients given in eq. (2.2.3). The contribution of these two terms is then

$$
\begin{equation*}
\sum_{i=1,2} \frac{\partial m_{E i}^{2}}{\partial \nu^{2}} \frac{\partial p_{M}}{\partial m_{E i}^{2}}=-\frac{T^{2}}{(4 \pi)^{3}}\left[3 g_{2}^{3}\left(\frac{5}{6}+\frac{n_{G}}{3}\right)^{\frac{1}{2}}+g_{1}^{3}\left(\frac{1}{6}+\frac{5 n_{G}}{9}\right)^{\frac{1}{2}}\right]+\mathcal{O}\left(g^{4}\right) \tag{2.3.6}
\end{equation*}
$$

The contribution of the last term in eq. (2.3.4) is a bit more cumbersome because there is a peculiarity in the parameter range under consideration. Since $\left|m_{3}^{2}\right| \sim\left|-\nu^{2}+g^{2} T^{2}\right| \lesssim g^{3} T^{2} / \pi$, the derivative of $m_{3}^{2}$ is parametrically larger than $m_{3}^{2}$ itself:

$$
\begin{equation*}
\nu^{2} \frac{\partial m_{3}^{2}}{\partial \nu^{2}} \sim \nu^{2} \sim g^{2} T^{2} . \tag{2.3.7}
\end{equation*}
$$

We thus have to take terms in $p_{M}$ that are of higher order than $\mathcal{O}\left(g^{3}\right)$ into account. However, the computation is simplified, since $p_{G}$ collects contributions from the ultrasoft scales. Therefore, we can treat the Higgs and gauge fields as massless for our computation of the matching coefficients and most diagrams vanish in dimensional regularization. What remains are diagrams with at least one adjoint scalar propagator and one mass insertion $m_{3}^{2} \phi^{\dagger} \phi$, denoted by a blob in the diagrams below. The only two diagrams contributing at the relevant order are

where dashed lines are scalar propagators, solid lines are adjoint scalar propagators and wiggly lines are gauge fields.

To solve these kind of topologies we first calculate the propagator in coordinate space, i.e. Fourier transform to get

$$
\begin{equation*}
V(r)=\int_{k} e^{i \vec{k} \cdot \vec{r}} \frac{1}{k^{2}+m^{2}} . \tag{2.3.9}
\end{equation*}
$$

This Fourier transformed propagator can be expressed in terms of the modified Bessel function of the second kind $K_{\alpha}(z)[70$ as

$$
\begin{equation*}
V(r)=\left(\frac{e^{\gamma_{E}} \bar{\mu}^{2}}{4 \pi}\right)^{\epsilon} \frac{1}{(2 \pi)^{\frac{3}{2}-\epsilon}}\left(\frac{m}{r}\right)^{\frac{1}{2}-\epsilon} K_{\frac{1}{2}-\epsilon}(m r) \tag{2.3.10}
\end{equation*}
$$

In the limit where $\epsilon \rightarrow 0$ this expression reduces to

$$
\begin{equation*}
V_{0}(r)=\frac{e^{-m r}}{4 \pi r} \tag{2.3.11}
\end{equation*}
$$

In the end we want to take the limit where $r \rightarrow 0$. Therefore we expand $V(r)$ in a Laurent series for small $r$. For the Bessel function we use

$$
\begin{equation*}
K_{\alpha}(z)=\frac{\pi}{2} \frac{I_{-\alpha}(z)-I_{\alpha}(z)}{\sin \alpha \pi}, \quad I_{\alpha}(z)=\sum_{n=0}^{\infty} \frac{1}{n!\Gamma(n+\alpha+1)}\left(\frac{z}{2}\right)^{2 n+\alpha} \tag{2.3.12}
\end{equation*}
$$

where $I_{\alpha}(z)$ is the modified Bessel function of the first kind. The expansion of the Bessel function is then written as

$$
\begin{align*}
K_{1 / 2-\epsilon}(m r)= & \frac{\pi}{2} \frac{1}{\sin \left[\left(\frac{1}{2}-\epsilon\right) \pi\right]} \sum_{n=0}^{\infty}\left[\frac{\left(\frac{m r}{2}\right)^{2 n-\frac{1}{2}+\epsilon}}{\Gamma\left(n+\frac{1}{2}+\epsilon\right)}-\frac{\left(\frac{m r}{2}\right)^{2 n+\frac{1}{2}-\epsilon}}{\Gamma\left(n+\frac{3}{2}-\epsilon\right)}\right] \\
= & \frac{1}{2} \Gamma\left(\frac{1}{2}-\epsilon\right)\left(\frac{m r}{2}\right)^{-\frac{1}{2}+\epsilon}\left[1+\frac{2}{1+2 \epsilon}\left(\frac{m r}{2}\right)^{2}+\mathcal{O}\left(m^{4} R^{4}\right)\right] \\
& +\frac{1}{2} \Gamma\left(-\frac{1}{2}+\epsilon\right)\left(\frac{m r}{2}\right)^{\frac{1}{2}-\epsilon}\left[1+\frac{2}{3-2 \epsilon}\left(\frac{m r}{2}\right)^{2}+\mathcal{O}\left(m^{4} r^{4}\right)\right], \tag{2.3.13}
\end{align*}
$$

where in the second equality we have used the Euler reflection formula

$$
\begin{equation*}
\frac{\pi}{\sin \left[\left(\frac{1}{2}-\epsilon\right) \pi\right]}=\Gamma\left(\frac{1}{2}-\epsilon\right) \Gamma\left(\frac{1}{2}+\epsilon\right) \tag{2.3.14}
\end{equation*}
$$

Inserting eq. (2.3.13) back into eq. (2.3.10) we get

$$
\begin{align*}
V(r)= & \left(\frac{e^{\gamma_{E}} \bar{\mu}^{2}}{4}\right)^{\epsilon} \frac{\Gamma\left(\frac{1}{2}-\epsilon\right)}{4 \pi \Gamma\left(\frac{1}{2}\right)} r^{-1+2 \epsilon}\left[1+\frac{(m r)^{2}}{2(1+2 \epsilon)}+\mathcal{O}\left(m^{4} r^{4}\right)\right] \\
& -\left(e^{\gamma_{E}} \bar{\mu}^{2}\right)^{\epsilon} \frac{\Gamma\left(-\frac{1}{2}+\epsilon\right)}{4 \pi \Gamma\left(-\frac{1}{2}\right)} m^{1-2 \epsilon}\left[1+\frac{(m r)^{2}}{2(3-2 \epsilon)}+\mathcal{O}\left(m^{4} r^{4}\right)\right] \tag{2.3.15}
\end{align*}
$$

The so called basketball diagram, corresponding to the topology of the first diagram in eq. (2.3.8), is written as

$$
\begin{equation*}
\int_{k p q} \frac{1}{k^{2}+m_{1}^{2}} \frac{1}{p^{2}+m_{2}^{2}} \frac{1}{q^{2}+m_{3}^{2}} \frac{1}{(\vec{k}+\vec{p}+\vec{q})^{2}+m_{4}^{2}}=\int_{r} V^{4}(r) \tag{2.3.16}
\end{equation*}
$$

where $\int_{r}=\left[e^{\gamma_{e}} \bar{\mu}^{2} /(4 \pi)\right]^{-\epsilon} \int d^{3-2 \epsilon} r$ as defined in the notations and $V^{4}$ is to be understood as a product $\Pi_{i=1}^{4} V\left(r, m_{i}\right)$. The masses $m_{i}$ correspond to the four lines in the diagram. There are ultraviolet divergences coming from the region where $r \rightarrow 0$, therefore we split the integral into

$$
\begin{equation*}
\int_{r} V^{4}(r)=\left(\frac{e^{\gamma_{E}} \bar{\mu}^{2}}{4}\right)^{-\epsilon} \frac{4 \pi \Gamma\left(\frac{3}{2}\right)}{\Gamma\left(\frac{3}{2}-\epsilon\right)} \int_{0}^{R} d r r^{2-2 \epsilon} V^{4}(r)+4 \pi \int_{R}^{\infty} d r r^{2} V_{0}^{4}(r) \tag{2.3.17}
\end{equation*}
$$

where in the second term we have set $\epsilon=0$. We choose $R \ll 1 / m_{i}$ such that we can use the expansion (2.3.15) and dropping all terms that vanish as $R \rightarrow 0$, we get

$$
\begin{aligned}
& \left(\frac{e^{\gamma_{E}} \bar{\mu}^{2}}{4}\right)^{-\epsilon} \frac{4 \pi \Gamma\left(\frac{3}{2}\right)}{\Gamma\left(\frac{3}{2}-\epsilon\right)} \int_{0}^{R} d r r^{2-2 \epsilon} V^{4}(r) \\
& =\left(\frac{e^{\gamma_{E}} \bar{\mu}^{2}}{4}\right)^{-\epsilon} \frac{4 \pi \Gamma\left(\frac{3}{2}\right)}{\Gamma\left(\frac{3}{2}-\epsilon\right)} \int_{0}^{R} d r\left\{\left[\left(\frac{e^{\gamma_{E}} \bar{\mu}^{2}}{4}\right)^{\epsilon} \frac{\Gamma\left(\frac{1}{2}-\epsilon\right)}{4 \pi \Gamma\left(\frac{1}{2}\right)}\right]^{4} r^{-2+6 \epsilon}\right. \\
& \left.\quad+4\left[\left(\frac{e^{\gamma_{E}} \bar{\mu}^{2}}{4}\right)^{\epsilon} \frac{\Gamma\left(\frac{1}{2}-\epsilon\right)}{4 \pi \Gamma\left(\frac{1}{2}\right)}\right]^{3}\left(e^{\gamma_{E}} \bar{\mu}^{2}\right)^{\epsilon} \frac{\Gamma\left(-\frac{1}{2}+\epsilon\right)}{4 \pi \Gamma\left(-\frac{1}{2}\right)} m^{1-2 \epsilon} r^{-1+4 \epsilon}\right\}
\end{aligned}
$$

$$
\begin{equation*}
=-\frac{1}{(4 \pi)^{3}}\left[\frac{1}{R}+\sum_{i=1}^{4} \frac{m_{i}}{4}\left(\frac{1}{\epsilon}-2 \ln \frac{2 m_{i}}{R^{2} \bar{\mu}^{3}}+4 \gamma_{E}+4\right)\right]+\mathcal{O}(\epsilon) . \tag{2.3.18}
\end{equation*}
$$

To evaluate the second integral in eq. (2.3.17) we use integration by parts and the exponential integral

$$
\begin{equation*}
\operatorname{Ei}(x)=-\int_{-x}^{\infty} d t \frac{e^{-t}}{t}=\gamma_{E}+\ln |x|+\mathcal{O}(x), \quad x \in \mathbb{R}, \quad x \neq 0 \tag{2.3.19}
\end{equation*}
$$

Dropping terms that vanish as $R \rightarrow 0$, we get

$$
\begin{align*}
4 \pi \int_{R}^{\infty} d r r^{2} V_{0}^{4}(r) & =\frac{1}{(4 \pi)^{3}} \int_{R}^{\infty} d r \frac{e^{-M r}}{r^{2}}=\frac{1}{(4 \pi)^{3}}\left[-\left.\frac{e^{-M r}}{r}\right|_{R} ^{\infty}+M \int_{R}^{\infty} d r \frac{e^{-M r}}{r}\right] \\
& =\frac{1}{(4 \pi)^{3}}\left[\frac{1}{R}+M\left(\ln M R+\gamma_{E}-1\right)\right], \tag{2.3.20}
\end{align*}
$$

where $M=\sum_{i=1}^{4} m_{i}$. We see that the terms $\sim 1 / R$ and $\sim \ln R$ cancel between (2.3.18) and (2.3.20). The resulting expression for the basketball diagram in eq. (2.3.16) is then

$$
\begin{align*}
\int_{k p q} & \frac{1}{k^{2}+m_{1}^{2}} \frac{1}{p^{2}+m_{2}^{2}} \frac{1}{q^{2}+m_{3}^{2}} \frac{1}{(\vec{k}+\vec{p}+\vec{q})^{2}+m_{4}^{2}} \\
& =\frac{1}{(4 \pi)^{3}} \sum_{i=1}^{4} m_{i}\left[-\frac{1}{4 \epsilon}-2+\frac{1}{2} \ln \frac{2 m_{i}}{\bar{\mu}}+\ln \frac{\sum_{j=1}^{4} m_{j}}{\bar{\mu}}\right]+\mathcal{O}(\epsilon) . \tag{2.3.21}
\end{align*}
$$

The second diagram in eq. (2.3.8) is of the type

$$
\begin{equation*}
\mathcal{I}_{6}=\int_{k, p, q} \frac{1}{k^{2}+m_{1}^{2}} \frac{1}{(\vec{k}+\vec{p})^{2}+m_{2}^{2}} \frac{1}{q^{2}+m_{3}^{2}} \frac{1}{(\vec{q}+\vec{p})^{2}+m_{4}^{2}} \frac{1}{p^{2}+m_{5}^{2}} \frac{1}{p^{2}+m_{6}^{2}}, \tag{2.3.22}
\end{equation*}
$$

which can be reduced using the partial fraction decomposition

$$
\begin{equation*}
\frac{1}{p^{2}+m_{5}^{2}} \frac{1}{p^{2}+m_{6}^{2}}=\frac{1}{m_{6}^{2}-m_{5}^{2}}\left(\frac{1}{p^{2}+m_{5}^{2}}-\frac{1}{p^{2}+m_{6}^{2}}\right) . \tag{2.3.23}
\end{equation*}
$$

The resulting integral correspond to the topology in the top right corner of figure 2.1. The Fourier transform of this integral is then 71

$$
\begin{align*}
\mathcal{I}_{5} & =\int_{k, p, q} \frac{1}{k^{2}+m_{1}^{2}} \frac{1}{(\vec{k}+\vec{p})^{2}+m_{2}^{2}} \frac{1}{q^{2}+m_{3}^{2}} \frac{1}{(\vec{q}+\vec{p})^{2}+m_{4}^{2}} \frac{1}{p^{2}+m_{5}^{2}} \\
& =\frac{1}{(4 \pi)^{5}} \int d^{3} x \frac{e^{-\left(m_{1}+m_{2}\right) x}}{x^{2}} \int d^{3} y \frac{e^{-\left(m_{3}+m_{4}\right) y}}{y^{2}} \frac{e^{-m_{5}|\vec{x}+\vec{y}|}}{|\vec{x}+\vec{y}|} \tag{2.3.24}
\end{align*}
$$

where $x=|\vec{x}|$ and $y=|\vec{y}|$. For the second integration we use the law of cosines to write

$$
\begin{equation*}
|\vec{x}+\vec{y}|=\sqrt{x^{2}+y^{2}-2 x y \cos \theta}, \tag{2.3.25}
\end{equation*}
$$

and change the angular integration variable to

$$
\begin{equation*}
t=\sqrt{x^{2}+y^{2}+2 x y \cos \theta} \Rightarrow d \theta \sin \theta=-d t \frac{t}{x y} . \tag{2.3.26}
\end{equation*}
$$

We can then write the second integration in eq. (2.3.24) as

$$
\begin{gather*}
\int d^{3} y \frac{e^{-\left(m_{3}+m_{4}\right) y}}{y^{2}} \frac{e^{-m_{5}|\vec{x}+\vec{y}|}}{|\vec{x}+\vec{y}|}=2 \pi \int_{0}^{\infty} d y \frac{e^{-\left(m_{3}+m_{4}\right) y}}{x y} \int_{x-y}^{x+y} d t e^{-m_{5} t} \\
=2 \pi \int_{0}^{\infty} d y \frac{e^{-\left(m_{3}+m_{4}\right) y}}{x y} \frac{1}{m_{5}}\left(e^{-m_{5}(x-y)}-e^{-m_{5}(x+y)}\right) \\
=\frac{2 \pi}{m_{5} x}\left[e^{-m_{5} x} \int_{0}^{x} \frac{d y}{y}\left(e^{-\left(m_{3}+m_{4}-m_{5}\right) y}-e^{-\left(m_{3}+m_{4}+m_{5}\right) y}\right)\right. \\
\left.\quad+\left(e^{m_{5} x}-e^{-m_{5} x}\right) \int_{x}^{\infty} \frac{d y}{y} e^{-\left(m_{3}+m_{4}+m_{5}\right) y}\right] \tag{2.3.27}
\end{gather*}
$$

where in the last equation we distinguished the two cases $y<x$ and $y>x$. Using the definition of the Euler integrals (see e.g. eq. (2.3.19)) this evaluates to

$$
\begin{align*}
\int d^{3} y & \frac{e^{-\left(m_{3}+m_{4}\right) y}}{y^{2}} \frac{e^{-m_{5}|\vec{x}+\vec{y}|}}{|\vec{x}+\vec{y}|} \\
& =\frac{2 \pi e^{-m_{5} x}}{m_{5} x}\left\{\ln \frac{m_{3}+m_{4}+m_{5}}{m_{3}+m_{4}-m_{5}}+\operatorname{Ei}\left[\left(m_{3}+m_{4}-m_{5}\right) x\right]\right\} \\
& \quad-\frac{2 \pi e^{m_{5} x}}{m_{5} x} \operatorname{Ei}\left[\left(m_{3}+m_{4}+m_{5}\right) x\right] \tag{2.3.28}
\end{align*}
$$

Inserting this result into eq. (2.3.24) we can perform the remaining $x$ integration. We use the expansion for small arguments of the Euler integral as given in eq. (2.3.19) and we get

$$
\begin{align*}
\mathcal{I}_{5}= & \lim _{z \rightarrow 0} \frac{1}{(4 \pi)^{3} 2 m_{5}}\left\{\ln \frac{m_{3}+m_{4}+m_{5}}{m_{3}+m_{4}-m_{5}}\left[-\gamma_{E}-\ln \left(m_{1}+m_{2}+m_{5}\right) z\right]\right. \\
& -\frac{\zeta(2)+\left[\gamma_{E}+\ln \left(m_{3}+m_{4}-m_{5}\right) z\right]^{2}}{2}-\operatorname{Li}_{2}\left(-\frac{m_{1}+m_{2}+m_{5}}{m_{1}+m_{2}-m_{5}}\right) \\
& \left.+\frac{\zeta(2)+\left[\gamma_{E}+\ln \left(m_{3}+m_{4}+m_{5}\right) z\right]^{2}}{2}+\mathrm{Li}_{2}\left(-\frac{m_{1}+m_{2}-m_{5}}{m_{3}+m_{4}+m_{5}}\right)\right\} \\
= & \frac{1}{(4 \pi)^{3} 2 m_{5}}\left\{\frac{1}{2} \ln \frac{m_{3}+m_{4}+m_{5}}{m_{3}+m_{4}-m_{5}} \ln \frac{\left(m_{3}+m_{4}+m_{5}\right)\left(m_{3}+m_{4}-m_{5}\right)}{\left(m_{1}+m_{2}+m_{5}\right)^{2}}\right. \\
& \left.+\operatorname{Li}_{2}\left(-\frac{m_{1}+m_{2}-m_{5}}{m_{3}+m_{4}+m_{5}}\right)-\operatorname{Li}_{2}\left(-\frac{m_{1}+m_{2}+m_{5}}{m_{3}+m_{4}-m_{5}}\right)\right\}, \tag{2.3.29}
\end{align*}
$$

where $\operatorname{Li}_{2}(u)$ is the dilogarithm function and $\zeta(s)$ is the Riemann zeta function. From this reduced integral where we have used the partial fraction decomposition given in eq. (2.3.23), we go back to the integral we started with in eq. (2.3.22) which is then

$$
\begin{aligned}
\mathcal{I}_{6}= & \frac{1}{(4 \pi)^{3}\left(m_{6}^{2}-m_{5}^{2}\right) m_{5}}\left[\frac{\pi^{2}}{12}+\frac{1}{4}\left(\ln \frac{m_{1}+m_{2}+m_{5}}{m_{3}+m_{4}+m_{5}}\right)^{2}\right. \\
& \left.\quad+\frac{1}{2} \operatorname{Li}_{2}\left(\frac{m_{5}-m_{1}-m_{2}}{m_{5}+m_{3}+m_{4}}\right)+\frac{1}{2} \operatorname{Li}_{2}\left(\frac{m_{5}-m_{3}-m_{4}}{m_{5}+m_{1}+m_{2}}\right)\right]
\end{aligned}
$$

$$
\begin{align*}
& -\frac{1}{(4 \pi)^{3}\left(m_{6}^{2}-m_{5}^{2}\right) m_{6}}\left[\frac{\pi^{2}}{12}+\frac{1}{4}\left(\ln \frac{m_{1}+m_{2}+m_{6}}{m_{3}+m_{4}+m_{6}}\right)^{2}\right. \\
& \left.\quad+\frac{1}{2} \operatorname{Li}_{2}\left(\frac{m_{6}-m_{1}-m_{2}}{m_{6}+m_{3}+m_{4}}\right)+\frac{1}{2} \operatorname{Li}_{2}\left(\frac{m_{6}-m_{3}-m_{4}}{m_{6}+m_{1}+m_{2}}\right)\right], \tag{2.3.30}
\end{align*}
$$

where we have used the following identity of the dilogarithm

$$
\begin{equation*}
\mathrm{Li}_{2}(z)+\mathrm{Li}_{2}\left(\frac{1}{z}\right)=-\frac{\pi^{2}}{6}-\frac{1}{2}[\ln (-z)]^{2} . \tag{2.3.31}
\end{equation*}
$$

Using the Feynman rules and expressions for the couplings of the dimensionally reduced theory [68] as well as the results in eqs. (2.3.21) and (2.3.30) we obtain from eq. (2.3.8)

$$
\begin{equation*}
\frac{\partial m_{3}^{2}}{\partial \nu^{2}} \frac{\partial p_{M}}{\partial m_{3}^{2}}=-\frac{T^{3}}{16(4 \pi)^{3}}\left[\frac{g_{2}^{4}}{m_{E 2}}\left(-\frac{2}{\epsilon}-12 \ln \frac{\bar{\mu}}{2 m_{E 2}}+\frac{35}{3}\right)+\frac{g_{1}^{4}}{m_{E 1}}+\frac{12 g_{1}^{2} g_{2}^{2}}{m_{E 1}+m_{E 2}}\right] \tag{2.3.32}
\end{equation*}
$$

The last term in eq. (2.3.1) captures the contributions from the ultrasoft scales, i.e. the dependence of the MSM effective Higgs mass parameter $\bar{m}_{3}$ on $\nu^{2}$. It can be expressed as

$$
\begin{equation*}
\frac{\partial p_{G}}{\partial \nu^{2}}=\frac{\partial \bar{m}_{3}^{2}}{\partial \nu^{2}} \frac{\partial p_{G}}{\partial \bar{m}_{3}^{2}}+\mathcal{O}\left(g^{8}\right) . \tag{2.3.33}
\end{equation*}
$$

The error comes from partial derivatives with respect to other effective couplings of the MSM. Only the leading term 62

$$
\begin{equation*}
\frac{\partial \bar{m}_{3}^{2}}{\partial \nu^{2}}=-1 \tag{2.3.34}
\end{equation*}
$$

is needed and we get

$$
\begin{align*}
\frac{\partial \bar{m}_{3}^{2}}{\partial \nu} \frac{\partial p_{G}}{\partial \bar{m}_{3}^{2}}= & {\left[1+\frac{3}{2(4 \pi)^{2}}\left(\left(g_{1}^{2}+3 g_{2}^{2}-8 \lambda\right) \ln \frac{\bar{\mu} e^{\gamma_{E}}}{4 \pi T}-4 h_{t}^{2} \ln \frac{\bar{\mu} e^{\gamma_{E}}}{\pi T}\right)\right]\left\langle\phi^{\dagger} \phi\right\rangle_{3 d}\left(g_{M 2}^{2}\right) } \\
& +\frac{\left(g_{1}^{2}+3 g_{2}^{2}\right) T^{2}}{(4 \pi)^{2}}\left(\frac{1}{4 \epsilon}+\ln \frac{\bar{\mu}}{g_{M 2}^{2}}\right) \\
& -\frac{g_{2}^{4} T^{3}}{2(4 \pi)^{3} m_{E 2}}\left(\frac{1}{4 \epsilon}+\ln \frac{\bar{\mu}}{g_{M 2}^{2}}+\frac{1}{2} \ln \frac{\bar{\mu}}{2 m_{E 2}}\right)+\mathcal{O}\left(g^{4}\right) \tag{2.3.35}
\end{align*}
$$

where the renormalization scale $\bar{\mu}=g_{M 2}^{2}$ is used within the MSM. The condensate $\left\langle\phi^{\dagger} \phi\right\rangle_{3 d}\left(g_{M 2}^{2}\right)$ can be measured non-perturbatively. Thereby lattice measurements are extrapolated to the infinite-volume limit and proper counterterms are subtracted [72. An extrapolation to the continuum limit has only been carried out for a small Higgs mass [60], but cutoff effects are modest as long as we are not in the broken phase. Therefore we use lattice results with the physical Higgs mass [59] only for the region $-0.1 \lesssim \bar{m}_{3}^{2}\left(g_{M 2}^{2}\right) / g_{M 2}^{4} \lesssim 0.2$ and employ perturbative expressions for the extrapolations to high and low temperature.

At low temperature, i.e. for $\bar{m}_{3} \gg 0$, the three-loop perturbative expression for $\left\langle\phi^{\dagger} \phi\right\rangle_{3 d}$ can be extracted from ref. [68] (cf. Appendix B in ref. [1] for corrections). The expression reads

$$
\frac{\left\langle\phi^{\dagger} \phi\right\rangle_{3 d}\left(g_{M 2}^{2}\right)}{\left(g_{M 2}^{2}\right) T}=-\frac{\sqrt{y}}{2 \pi}+\frac{1}{(4 \pi)^{2}}\left[6 x-(3+z)\left(\frac{\ln y}{2}+\ln 2-\frac{1}{4}\right)\right]
$$

$$
\begin{align*}
& +\frac{1}{(4 \pi)^{3} \sqrt{y}}\left[\frac{51 \ln y}{32}+\frac{61 \ln 2}{16}+\frac{3 \pi^{2}}{16}+\frac{485}{64}+x\left(\frac{9 \ln y}{2}+3 \ln 2+\frac{39}{4}\right)\right. \\
& -x^{2}\left(6 \ln y+24 \ln 2-\frac{3}{2}\right)-z\left(\frac{9 \ln y}{16}+\frac{27 \ln 2}{8}-\frac{\pi^{2}}{8}-\frac{51}{32}\right) \\
& \left.-z^{2}\left(\frac{5 \ln y}{32}+\frac{41 \ln 2}{48}-\frac{\pi^{2}}{48}+\frac{47}{192}\right)+x z\left(\frac{3 \ln y}{2}-3 \ln 2+\frac{21}{4}\right)\right]+\mathcal{O}\left(\frac{1}{y}\right), \tag{2.3.36}
\end{align*}
$$

where we have used the dimensionless variables for the MSM couplings $\lambda_{M}, g_{M 1}^{2}$ and $g_{M 2}^{2}$ :

$$
\begin{equation*}
x=\frac{\lambda_{M}}{g_{M 2}^{2}}, \quad y=\frac{\bar{m}_{3}^{2}\left(g_{M 2}^{2}\right)}{g_{M 2}^{4}}, \quad z=\frac{g_{M 1}^{2}}{g_{M 2}^{2}} \tag{2.3.37}
\end{equation*}
$$

In the broken phase, i.e. $\bar{m}_{3} \ll 0$, the available two-loop results show poor convergence 51. Therefore we employ the "Coleman-Weinberg (CW) method" which makes use of a numerically determined value of the location of the minimum of the potential in the broken phase from which the condensate is then computed. This has been tested against lattice simulations 51,60. The result in ref. [60] is derived in the approximation $g_{M 1}=0$, however, corrections originating from $g_{M 1}$ are expected to be small.

In figure 2.2 we compare the different methods. The result of the perturbative computation agrees very well with lattice data. The deviation of the CW method from lattice data is expected to be reduced by a continuum extrapolation 60. The Higgs condensate becomes negative in the symmetric phase due to the renormalization of this effective parameter.

Summing together all contributions from (2.3.3), (2.3.6), (2.3.32) and (2.3.35) most of the $1 / \epsilon$ divergences cancel and we get for the second term in our master equation (2.1.16)

$$
\begin{equation*}
-\frac{2 \nu^{2} \mathcal{Z}_{m}\left\langle\phi^{\dagger} \phi\right\rangle}{T^{4}}=\Delta_{2}(T ; \bar{\mu})-\frac{4 \nu^{4}}{(4 \pi)^{2} T^{4} \epsilon}+\mathcal{O}\left(g^{6}\right) \tag{2.3.38}
\end{equation*}
$$

where the finite part is

$$
\begin{align*}
\Delta_{2}(T ; \bar{\mu})= & -\frac{2 \nu^{2}}{T^{4}}\left[1+\frac{3}{2(4 \pi)^{2}}\left(\left(g_{1}^{2}+3 g_{2}^{2}-8 \lambda\right) \ln \frac{\bar{\mu} e^{\gamma_{E}}}{4 \pi T}-4 h_{t}^{2} \ln \frac{\bar{\mu} e^{\gamma_{E}}}{\pi T}\right)\right]\left\langle\phi^{\dagger} \phi\right\rangle_{3 d}\left(g_{M 2}^{2}\right) \\
- & \frac{\nu^{2}}{3 T^{2}}\left[1-\frac{3}{2(4 \pi)^{2}}\left(\left(g_{1}^{2}+3 g_{2}^{2}\right)\left(4 \ln \frac{g_{M 2}^{2}}{\bar{\mu}}+3 \ln \frac{\bar{\mu}}{4 \pi T}+\gamma_{E}+\frac{5}{3}+\frac{2 \zeta^{\prime}(-1)}{\zeta(-1)}\right)\right.\right. \\
& \left.\left.+4 h_{t}^{2} \ln \frac{\bar{\mu} e^{\gamma_{E}}}{8 \pi T}+8 \lambda \ln \frac{\bar{\mu} e^{\gamma_{e}}}{4 \pi T}\right)\right] \\
+ & \frac{2 \nu^{2}}{(4 \pi)^{3} T^{2}}\left[\frac{g_{1}^{2} m_{E 1}+3 g_{2}^{2} m_{E 2}}{T}+\frac{g_{1}^{4} T}{16 m_{E 1}}+\frac{3 g_{1}^{2} g_{2}^{2} T}{4\left(m_{E 1}+m_{E 2}\right)}\right. \\
& \left.+\frac{g_{2}^{4} T}{2 m_{E 2}}\left(\frac{35}{24}+\ln \frac{2 m_{E 2}}{g_{M 2}^{2}}\right)\right]-\frac{8 \nu^{4}}{(4 \pi)^{2} T^{4}} \ln \frac{\bar{\mu} e^{\gamma_{E}}}{4 \pi T} . \tag{2.3.39}
\end{align*}
$$



Figure 2.2: The renormalized Higgs condensate as a function of $y=$ $\bar{m}_{3}^{2}\left(g_{M 2}^{2}\right) / g_{M 2}^{4}$ : Coleman-Weinberg (CW) method in the broken phase; threeloop perturbative expression; lattice data with fixed lattice spacing a [59, 60]; interpolation of the results.

### 2.4 Vacuum Subtraction

The vacuum subtraction part of the master equation (2.1.16) can be calculated by a direct diagrammatical computation. The tree-level vacuum expectation value of the Higgs field is $v^{2}=\nu^{2} / \lambda$ and with this the one-loop expression for the bare pressure reads

$$
\begin{align*}
\left.p_{0 B}\right|_{v^{2}=\frac{\nu^{2}}{\lambda}}= & \frac{1}{2}\left(\nu^{2}+\delta \nu^{2}\right) v^{2}-\frac{1}{4}(\lambda+\delta \lambda) v^{4} \\
& +\frac{3 m_{W}^{4}}{32 \pi^{2}}\left(\frac{1}{\epsilon}-\ln \frac{m_{W}^{2}}{\bar{\mu}^{2}}+\frac{5}{6}\right)+\frac{3 m_{Z}^{4}}{64 \pi^{2}}\left(\frac{1}{\epsilon}-\ln \frac{m_{Z}^{2}}{\bar{\mu}^{2}}+\frac{5}{6}\right) \\
& +\frac{m_{h}^{4}}{64 \pi^{2}}\left(\frac{1}{\epsilon}-\ln \frac{m_{h}^{2}}{\bar{\mu}^{2}}+\frac{3}{2}\right)-\frac{3 m_{t}^{4}}{16 \pi^{2}}\left(\frac{1}{\epsilon}-\ln \frac{m_{t}^{2}}{\bar{\mu}^{2}}+\frac{3}{2}\right)+\mathcal{O}\left(g^{6}\right) . \tag{2.4.1}
\end{align*}
$$

The counterterms of the Higgs mass parameter and self-coupling are

$$
\begin{align*}
\delta \nu^{2} & =\frac{3 \nu^{2}}{(4 \pi)^{2} \epsilon}\left[-\frac{g_{1}^{2}+3 g_{2}^{2}}{4}+h_{t}^{2}+2 \lambda\right]  \tag{2.4.2}\\
\delta \lambda & =\frac{3}{(4 \pi)^{2} \epsilon}\left[\frac{g_{1}^{4}+2 g_{1}^{2} g_{2}^{2}+3 g_{2}^{2}}{16}-h_{t}^{2}\left(h_{t}^{2}-2 \lambda\right)+\lambda\left(4 \lambda-\frac{g_{1}^{2}+3 g_{2}^{2}}{2}\right)\right] \tag{2.4.3}
\end{align*}
$$

and at the minimum the tree-level masses take the values

$$
\begin{equation*}
m_{W}^{2}=\frac{g_{2}^{2} \nu^{2}}{4 \lambda}, \quad m_{Z}^{2}=\frac{\left(g_{1}^{2}+g_{2}^{2}\right) \nu^{2}}{4 \lambda}, \quad m_{h}^{2}=2 \nu^{2}, \quad m_{t}^{2}=\frac{h_{t}^{2} \nu^{2}}{2 \lambda} \tag{2.4.4}
\end{equation*}
$$



Figure 2.3: The trace anomaly and its different contributions. Gray bands reflect variations of the renormalization scale as described in the text.

Inserting these expressions, most divergences cancel in eq. $\qquad$ is

$$
\begin{equation*}
\frac{4 p_{0 B}}{T^{4}}=\Delta_{3}(T ; \bar{\mu})+\frac{4 \nu^{4}}{(4 \pi)^{2} T^{4} \epsilon}, \tag{2.4.5}
\end{equation*}
$$

where

$$
\begin{align*}
\Delta_{3}(T ; \bar{\mu})= & \frac{\nu^{4}}{\lambda T^{4}}+\frac{4 \nu^{4}}{(4 \pi)^{2} T^{4}}\left(\ln \frac{\bar{\mu}^{2}}{\nu^{2}}+\frac{3}{2}\right) \\
& +\frac{3 \nu^{4}}{16 \lambda^{2}(4 \pi)^{2} T^{4}}\left[2 g_{2}^{4}\left(\ln \frac{4 \lambda \bar{\mu}^{2}}{g_{2}^{2} \nu^{2}}+\frac{5}{6}\right)+\left(g_{1}^{2}+g_{2}^{2}\right)^{2}\left(\ln \frac{4 \lambda \bar{\mu}^{2}}{\left(g_{1}^{2}+g_{2}^{2}\right) \nu^{2}}+\frac{5}{6}\right)\right] \\
& -\frac{3 \nu^{4} h_{t}^{4}}{\lambda^{2}(4 \pi)^{2} T^{4}}\left(\ln \frac{2 \lambda \bar{\mu}^{2}}{h_{t}^{2} \nu^{2}}+\frac{3}{2}\right)+\mathcal{O}\left(g^{6}\right) . \tag{2.4.6}
\end{align*}
$$

Since we choose the renormalization scale $\bar{\mu} \sim \pi T$, large logarithms are introduced if we evaluate $\Delta_{3}$ directly. Therefore we evaluate the vacuum parameters first at a scale $\bar{\mu}_{0}=m_{Z}$ and then run to the thermal scale using renormalization group equations. From the running of the couplings we get $\Delta_{3}(T ; \bar{\mu})=4 p_{0 R} / T^{4}$. At the scale $\bar{\mu}_{0}$ we express the couplings in terms of physical parameters. How this is done is shown in 62 and we will describe the procedure in detail in the next chapter in section 3.3. We restrict ourselves to the one-loop expressions even though higher order computations exist for many parameters. This simplification is justified through the fact that thermal uncertainties outweigh these corrections.


Figure 2.4: The Standard Model pressure.

### 2.5 Results

We now have all three parts of the master equation (2.1.16), namely (2.2.7), (2.3.39) and (2.4.6), and indeed all $1 / \epsilon$ divergences cancel. Even though the trace anomaly

$$
\begin{equation*}
T \frac{d}{d T}\left[\frac{p(T)}{T^{4}}\right]=\Delta_{1}(T)+\Delta_{2}(T ; \bar{\mu})+\Delta_{2}(T ; \bar{\mu})+\mathcal{O}\left(g^{6}\right) \tag{2.5.1}
\end{equation*}
$$

is formally independent of the renormalization scale $\bar{\mu}$, since corresponding terms cancel between $\Delta_{2}$ and $\Delta_{3}$, a residual $\bar{\mu}$-dependence remains. It is an indication of not included higher-order corrections. We write $\bar{\mu}=\alpha \pi T$ and vary $\alpha \in(0.5 \ldots 2.0)$ to get an estimate of these uncertainties.

Our study includes corrections up to order $\mathcal{O}\left(g^{5}\right)$. However, studies of the QCD pressure have shown that certain odd orders in the coupling constant show poor convergence. The order $\mathcal{O}\left(g^{4}\right)$ is related to corrections to the order $\mathcal{O}\left(g^{2}\right)$ and, likewise, the order $\mathcal{O}\left(g^{5}\right)$ to order $\mathcal{O}\left(g^{3}\right)$ corrections. Numerically, the most significant contributions are those from the terms proportional to $g_{3}^{2}$ in $\Delta_{1}$. Therefore, we assume the order $\mathcal{O}\left(g^{4}\right)$, shown in figure 2.3, numerically to be the most accurate estimate for $\Delta$ and thus the following plots show the result up to this order. QCD contributions up to $\mathcal{O}\left(g^{6}\right)$ from [73] lead to results lying in between the $\mathcal{O}\left(g^{4}\right)$ and $\mathcal{O}\left(g^{5}\right)$ contributions implying that the latter is most probably on the low side.

As mentioned before, we match the pressure to already existing perturbative results on both the low- and the high-temperature side of the crossover. These results are taken from [73] for the low side and from [68] for high temperatures. The result can be seen in figure 2.4 where both $\mathcal{O}\left(g^{4}\right)$ and $\mathcal{O}\left(g^{5}\right)$ of the dimensionless ratio of the pressure are shown as functions of the temperature. The matching on the high-temperature side lies within an error of $1 \%$ and the gray


Figure 2.5: The dimensionless functions $g_{\mathrm{eff}}, h_{\text {eff }}$ and $i_{\mathrm{eff}}$ are defined in eq. (2.5.7). The errors in the matching are mostly due to electroweak corrections proportional to $g_{2}^{2}$ and $h_{t}^{2}$ which were omitted in [73] and corrections compared to ref. 68 as mentioned in the text.
bands show the variation of the renormalization scale in the range $\bar{\mu}=\alpha \pi T$ with $\alpha \in(0.5 \ldots 2.0)$.

From the pressure and its logarithmic temperature derivative $\Delta$ we can now obtain other thermodynamic functions as follows:

$$
\begin{array}{ll}
\text { energy density: } & \frac{e}{T^{4}}=\Delta+\frac{3 p}{T^{4}}, \\
\text { entropy density } s=p^{\prime}: & \frac{s}{T^{3}}=\Delta+\frac{4 p}{T^{4}}, \\
\text { heat capacity } c=e^{\prime}: & \frac{c}{T^{3}}=T \Delta^{\prime}+7 \Delta+\frac{12 p}{T^{4}}, \\
\text { equation-of-state parameter: } & w=\frac{p}{e}=\left(3+\frac{\Delta T^{4}}{p}\right)^{-1}, \\
\text { speed of sound squared: } & c_{s}^{2}=\frac{p^{\prime}}{e^{\prime}}=\frac{s}{c} . \tag{2.5.6}
\end{array}
$$

Derivatives are understood to be with respect to the temperature. Some of these functions are parametrized through

$$
\begin{equation*}
g_{\mathrm{eff}}(T)=\frac{e(T)}{\left[\frac{\pi^{2} T^{4}}{30}\right]}, \quad h_{\mathrm{eff}}(T)=\frac{s(T)}{\left[\frac{2 \pi^{2} T^{3}}{45}\right]}, \quad i_{\mathrm{eff}}(T)=\frac{c(T)}{\left[\frac{2 \pi^{2} T^{3}}{15}\right]} . \tag{2.5.7}
\end{equation*}
$$

The values of these functions across the crossover at the order $\mathcal{O}\left(g^{4}\right)$ are shown in figures 2.5 and 2.6. As can be seen, the most interesting quantities


Figure 2.6: The equation-of-state parameter $w$ and speed of sound squared $c_{s}^{2}$.
are the heat capacity and the speed of sound squared which show a peak or a minimum respectively. Again the gray error band correspond to variations of the renormalization scale.

For the non-perturbative contributions we have made use of already existing results in the literature [59,60. There has been made progress lately and new results, including the Abelian $U(1)$ contributions, exist 57. However, the plots shown here (figures 2.3, 2.4, 2.5 and 2.6) were not updated with these new results since they only have a minor numerical effect.

### 2.6 Implications

Even though there is no phase transition in the Standard Model, Standard Model thermodynamics around the electroweak scale can still be important to other phenomena taking place in this temperature range, i.e. at that time in the early universe. Assuming a flat geometry we can express the temperature evolution of the early universe using the thermodynamic functions of the last section as

$$
\begin{equation*}
\frac{3}{2} \sqrt{\frac{5}{\pi^{3}}} \frac{m_{\mathrm{Pl}}}{T^{3}} \frac{d T}{d t}=-\frac{\sqrt{g_{\mathrm{eff}}(T)} h_{\mathrm{eff}}(T)}{i_{\mathrm{eff}}(T)} \tag{2.6.1}
\end{equation*}
$$

where $m_{\mathrm{Pl}}$ is the Planck mass. A peak in the heat capacity $i_{\text {eff }}$ thus leads to a short period of slower change in temperature. This in turn can lead to an increased abundance of particles produced at this time or inversely to a reduced density of weakly interacting relics of the early universe annihilating through co-annihilation processes that are taking place.

Regardless of the impact of the Standard Model background, new physics Beyond the Standard Model (BSM) is needed for addressing e.g. baryogenesis or dark matter. The effects studied in this chapter are usually not taken into account in models for new physics. The reason is that the parameter space for models is not as strongly constrained as one would hope. However, the ever increasing amount of data from the LHC is published on a regular basis and thus more and more regions of the allowed parameter spaces in BSM models are excluded.

New physics in beyond the Standard Model theories can be introduced in many different ways and with a variety of new particles. One possibility is to consider the Standard Model as a low-energy effective theory. One can then introduce higher-dimensional operators which in principle could render the phase transition strongly first order [74, 75]. However, we will not consider this, but instead use a simple renormalizable extension of the Standard Model.

## Chapter 3

## Phase Transition in the Inert Doublet Model

The Standard Model of particle physics works very well and with the discovery of the Higgs boson at the LHC in 2012 46, 47, it has again proven to be a predictive theory. However, we have known for a long time now that it is not the final answer. There are a lot of phenomena which remain unexplained by the Standard Model. Amongst them are dark matter, dark energy, neutrino oscillations, the enormous hierarchy between the electroweak scale ( $\left.\mathcal{O}\left(10^{2}\right) \mathrm{GeV}\right)$ and the Planck scale $\left(\mathcal{O}\left(10^{19}\right) \mathrm{GeV}\right)$, the reason for the number of families to be three and the origin of the baryon asymmetry of the universe.

In order to address some of these phenomena, many different models have been built. Unfortunately, experiments have not yet shown significant hints of the nature of this new, beyond the Standard Model physics. Thus, most of these models remain yet to be disproved and for now we are stuck with this plethora of models.

There are a number of models with extended Higgs sectors with new scalars in the singlet, doublet, triplet or even higher representations. These simple extensions have small numbers of new parameters and are thus the most constrained ones, although not excluded. Depending on the new physics these models aim to explain, conflicting ranges of couplings are required. To account for an allowed dark matter relic density, co-annihilation of dark matter to Standard Model particles cannot be too strong and thus their interactions, i.e. the couplings, have to be small. On the other hand large couplings are needed to strengthen a first order phase transition for baryogenesis. However, large couplings can compromise or even spoil a perturbative analysis as well as the high-temperature expansion used for dimensionally reduced lattice studies.

This chapter focuses on one such model where a new scalar doublet is introduced and a further simplification in terms of an unbroken $\mathbb{Z}_{2}$ is imposed. This theory is called the Inert Doublet Model (IDM) 76-78. The IDM is interesting because it combines the two aforementioned regimes of small couplings for dark matter [79] 95] and large ones for a strong electroweak phase transition 96-103].

To create a strong first order phase transition, new large couplings are needed. If new massive degrees of freedom were to be weakly coupled, they could just be integrated out, leaving us with the same effective theory as before,
i.e. the Standard Model. However, in this effective theory one could include higher-order operators which in principle could render the phase transition first order [75]. Nevertheless, we restrict ourselves to the renormalizable case and do not consider higher-order operators. One way to prevent the new fields from being integrated out, is to make these degrees of freedom light. They can then have a phase transition of their own which can then have a substantial effect on the dynamics of the electroweak phase transition 104, 105. In our study, however, we focus on the case of large couplings which change the effective couplings of the low-energy theory significantly.

In this chapter we want to calculate the full two-loop effective potential to estimate the strength of a possible phase transition in the IDM. Besides the estimation of the convergence of the perturbative series, we want to compare our results to the high-temperature expansion. One goal is then to justify or set limits to the use of the high-temperature expansion used in dimensionally reduced lattice simulations. Furthermore, we provide the techniques to calculate a thermal two-loop effective potential in a model independent way. All relevant diagrams in any model can be reduced to a handful of master integral functions which are presented in Appendix A. 2

For simplicity we neglect the gauge group $U(1)$ in our calculations, i.e. setting $g_{1}=0$. This is justified because the loop-expansion parameter $\alpha$ is small ( $\alpha=g_{1}^{2} /(4 \pi) \sim 10^{-2}$ ) and the resulting corrections are much smaller than thermal uncertainties originating from the variation of our thermal scale as described below.

In section 3.1 we introduce the Inert Doublet Model, its particle content and degrees of freedom as well as all the tree-level masses and their thermal mass contributions. In section 3.2 we then describes the procedure for the computation of the one- and two-loop potential and derive the master integrals. The potential is then numerically evaluated and the results are presented in section 3.3. Finally, a number of theoretical and experimental constraints for the IDM are then given in section 3.4 .

### 3.1 The Inert Doublet Model

We consider the Inert Doublet Model with the Lagrangian of the scalar sector

$$
\begin{equation*}
\mathcal{L}_{\text {scalar }}=\left(D_{\mu} \phi\right)^{\dagger}\left(D^{\mu} \phi\right)+\left(D_{\mu} \chi\right)^{\dagger}\left(D^{\mu} \chi\right)-V(\phi, \chi) \tag{3.1.1}
\end{equation*}
$$

where the tree-level potential takes the form

$$
\begin{align*}
V(\phi, \chi)=V_{0}= & \mu_{1}^{2} \phi^{\dagger} \phi+\mu_{2}^{2} \chi^{\dagger} \chi+\lambda_{1}\left(\phi^{\dagger} \phi\right)^{2}+\lambda_{2}\left(\chi^{\dagger} \chi\right)^{2}+\lambda_{3}\left(\phi^{\dagger} \phi\right)\left(\chi^{\dagger} \chi\right) \\
& +\lambda_{4}\left(\phi^{\dagger} \chi\right)\left(\chi^{\dagger} \phi\right)+\frac{\lambda_{5}}{2}\left[\left(\phi^{\dagger} \chi\right)^{2}+\left(\chi^{\dagger} \phi\right)^{2}\right] \tag{3.1.2}
\end{align*}
$$

All coefficients $\left\{\mu_{1}, \mu_{2}, \lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}, \lambda_{5}\right\}$ are real. This is not the case in general, since $\lambda_{5}$ could be complex, in which case the last term in the potential would read

$$
\begin{equation*}
\delta V_{\lambda_{5}}(\phi, \chi)=\frac{\lambda_{5}}{2}\left(\phi^{\dagger} \chi\right)^{2}+\frac{\lambda_{5}^{*}}{2}\left(\chi^{\dagger} \phi\right)^{2}=\frac{\left|\lambda_{5}\right|}{2}\left[e^{i \alpha}\left(\phi^{\dagger} \chi\right)^{2}+e^{-i \alpha}\left(\chi^{\dagger} \phi\right)^{2}\right] \tag{3.1.3}
\end{equation*}
$$

However, the phase $\alpha$ can be absorbed into a field redefinition of $\phi$ and $\chi$. Considering a transformation $\phi \rightarrow \phi e^{i \theta_{\phi}}, \chi \rightarrow \chi e^{i \theta_{\chi}}$, eq. (3.1.3) transforms into

$$
\begin{equation*}
\delta V_{\lambda_{5}}(\phi, \chi) \rightarrow \frac{\left|\lambda_{5}\right|}{2}\left[e^{i\left(\alpha-2 \theta_{\phi}+2 \theta_{\chi}\right)}\left(\phi^{\dagger} \chi\right)^{2}+e^{-i\left(\alpha-2 \theta_{\phi}+2 \theta_{\chi}\right)}\left(\chi^{\dagger} \phi\right)^{2}\right] . \tag{3.1.4}
\end{equation*}
$$

The phase $\alpha$ is then eliminated by choosing $\theta_{\phi}$ and $\theta_{\chi}$ such that for $n \in \mathbb{Z}$ they obey the relation

$$
\begin{equation*}
\alpha-2 \theta_{\phi}+2 \theta_{\chi}=n \cdot 2 \pi \quad \Rightarrow \quad \theta_{\phi}-\theta_{\chi}=\frac{\alpha}{2}+n \cdot \pi . \tag{3.1.5}
\end{equation*}
$$

We want to study the effective potential as a tool for physical quantities like the critical temperature $T_{c}$ of the phase transition, the latent heat $L$ or the discontinuity of the Higgs condensate $v_{\text {phys }}$. The effective potential is defined through a shift of the neutral Higgs component, such that the two scalar doublets can be written as

$$
\begin{equation*}
\phi=\frac{1}{\sqrt{2}}\binom{G_{2}+i G_{1}}{v+h-i G_{3}}, \quad \chi=\frac{1}{\sqrt{2}}\binom{H_{2}+i H_{1}}{H_{0}-i H_{3}} \tag{3.1.6}
\end{equation*}
$$

where $h$ is the physical Standard Model Higgs boson. The new, inert, scalars are the CP even $H=H_{0}$, CP odd $A=H_{3}$ and the charged ones $H^{ \pm}=\left(H_{1} \pm\right.$ $\left.i H_{2}\right) / \sqrt{2}$. The $G$ 's are the Goldstone bosons and we use the usual definitions, e.g. $G^{ \pm}=\left(G_{1} \pm i G_{2}\right) / \sqrt{2}$.

The Lagrangian of the IDM is invariant under a $\mathbb{Z}_{2}$ transformation under which the inert doublet is odd while all the Standard Model fields are even

$$
\begin{equation*}
\phi \rightarrow \phi, \quad \chi \rightarrow-\chi, \quad f_{\mathrm{SM}} \rightarrow f_{\mathrm{SM}} . \tag{3.1.7}
\end{equation*}
$$

This means that there are no Yukawa interactions between the inert doublet and the SM fermions, hence the name of the model. Moreover, the $\mathbb{Z}_{2}$ symmetry implies that the inert particles cannot decay into SM particles only, such that the lightest new scalar is stable. If it is one of the electrically neutral ones, i.e. $H$ or $A$, it is a dark matter candidate.

From the potential (3.1.2) we can derive the tree-level masses of the inert scalars

$$
\begin{equation*}
m_{H}^{2}=\mu_{2}^{2}+\frac{\lambda_{L}}{2} v^{2}, \quad m_{A}^{2}=\mu_{2}^{2}+\frac{\lambda_{S}}{2} v^{2}, \quad m_{H^{ \pm}}^{2}=\mu_{2}^{2}+\frac{\lambda_{3}}{2} v^{2} \tag{3.1.8}
\end{equation*}
$$

with $\lambda_{L}=\left(\lambda_{3}+\lambda_{4}+\lambda_{5}\right)$ and $\lambda_{S}=\left(\lambda_{3}+\lambda_{4}-\lambda_{5}\right)$. We choose $H$ to be the lightest new scalar, i.e. the dark matter candidate, thus rendering $\lambda_{5}$ negative 1

We consider the case where only $\phi$ acquires a vacuum expectation value $\langle h\rangle=v$ as in the Standard Model. This means that $\mu_{2}^{2}$ is positive while $\mu_{1}^{2}$ is negative. In principle $\langle\chi\rangle$ could be non-zero at some high temperature where $\langle\phi\rangle=0$ before going to the electroweak minimum where $\langle\chi\rangle=0$ and $\langle\phi\rangle \neq 0$. The scenario of this two step phase transition has also been studied for the IDM 101 and could in general lead to an even stronger first order transition [106. In our computation, however, we want the $\mathbb{Z}_{2}$ symmetry to be unbroken.

[^2]Our computations are performed using the $\overline{\mathrm{MS}}$ renormalization scheme in Feynman $R_{\xi}$ gauge. The gauge fixing and $S U(2)$ Faddeev-Popov ghost $\left(c_{A}^{a}, \bar{c}_{A}^{a}\right)$ terms coupling to the scalar degrees of freedom are

$$
\begin{equation*}
\mathcal{L}_{\text {gauge fixing }}=\frac{1}{2 \xi} \sum_{a=1}^{3}\left(\partial_{\mu} A_{\mu}^{a}-\frac{\xi g v}{2} G_{a}^{2}\right)+\frac{\xi g^{2} v}{4}\left(\bar{c}_{A}^{a} h c_{A}^{a}+\epsilon^{a b c} \bar{c}_{A}^{a} G_{b} c_{A}^{c}\right) \tag{3.1.9}
\end{equation*}
$$

In $R_{\xi}$ gauges the parameter $v$ appears here as a background field and is in general different from the shift of the Higgs field in eq. (3.1.6). For a proper renormalization of gauge-dependent quantities they need to be renormalized separately (cf. refs. [107, 108).

There is a contribution from the gauge fixing term to the masses of the Goldstone bosons $\delta m_{G}^{2}=\xi m_{W}^{2}$. In Feynman gauge $(\xi=1)$ the tree-level masses of the Higgs and Goldstones are then

$$
\begin{equation*}
m_{h}^{2}=\mu_{1}^{2}+3 \lambda_{1} v^{2}, \quad m_{G}^{2}=\mu_{1}^{2}+\lambda_{1} v^{2}+m_{W}^{2} \tag{3.1.10}
\end{equation*}
$$

In this model we have introduced five additional parameters to the ones from the Standard Model: $\mu_{2}, \lambda_{2}, \lambda_{3}, \lambda_{4}, \lambda_{5}$. We express these in a different basis with a more convenient set of variables

$$
\begin{equation*}
\left\{m_{H}, m_{A}, m_{H^{ \pm}}, \lambda_{2}, \lambda_{L}\right\} \tag{3.1.11}
\end{equation*}
$$

In our numerical study of various benchmark points we will use different values for these five parameters as input parameters. However, we also want to relate them, together with the other couplings, to physical parameters using one-loop self-energies for physical pole mass expressions. How this is done is explained in section 3.3.

The next step is to determine the thermal mass contributions. As described in the introduction we have to consider the one-loop corrections to the propagator at high-temperature in the symmetric phase and with vanishing external momenta. We thus omit higher-order corrections of order $\mathcal{O}\left(g^{4} T^{2}\right)$ and $\mathcal{O}\left(g^{2} m^{2}\right)$. We remember the high-temperature expansions which in the massless case are

$$
\begin{equation*}
I\left(0_{b}\right)=\frac{T^{2}}{12}, \quad I\left(0_{f}\right)=-\frac{T^{2}}{24} \tag{3.1.12}
\end{equation*}
$$

where we denote by a subscript $b$ or $f$ whether it corresponds to a massless boson or fermion respectively. It is then straightforward to calculate the thermal mass corrections. However, we do this in $D$ dimensions. Since $I(0)$ can be multiplied by factors of $1 / \epsilon$ in loop diagrams, the terms of $\mathcal{O}(\epsilon)$ from using dimensional regularization where $D=4-2 \epsilon$ have to be kept.

Within the high-temperature expansion (see Appendix A.2) these so called linear terms $\sim g^{2} I(0) I_{n=0}(m)$, where the contribution from the Matsubara zeromodes is $I_{n=0}(m)=-m T /(4 \pi)[1+\mathcal{O}(\epsilon)]$ (cf. eq. 1.3.15) ), cancel. This cancellation is also a crosscheck for the consistency of our resummation. However, within the Inert Doublet Model with large couplings, the corrections omitted by using (3.1.12) can be large. Thus beyond the high-temperature expansion the cancellation is incomplete. However, such terms only become visible at small $v / T$, i.e. for weak transitions, and thus we will not go into more detail.

The full expressions for the masses squared including the thermal mass corrections are summarized in table 3.1. The thermal masses in $D$ dimensions

| field | vacuum mass | thermal mass | degeneracy |
| :--- | :--- | :--- | :--- |
| $h$ | $m_{h}^{2}=\mu_{1}^{2}+3 \lambda_{1} v^{2}$ | $\widetilde{m}_{h}^{2}=m_{h}^{2}+\delta m_{\phi T}^{2}$ | 1 |
| $G$ | $m_{G}^{2}=\mu_{1}^{2}+\lambda_{1} v^{2}+m_{W}^{2}$ | $\widetilde{m}_{G}^{2}=m_{G}^{2}+\delta m_{\phi T}^{2}$ | 3 |
| $H$ | $m_{H}^{2}=\mu_{2}^{2}+\frac{1}{2} \lambda_{L} v^{2}$ | $\widetilde{m}_{H}^{2}=m_{H}^{2}+\delta m_{\chi T}^{2}$ | 1 |
| $A$ | $m_{A}^{2}=\mu_{2}^{2}+\frac{1}{2} \lambda_{S} v^{2}$ | $\widetilde{m}_{A}^{2}=m_{A}^{2}+\delta m_{\chi T}^{2}$ | 1 |
| $H^{ \pm}$ | $m_{H^{ \pm}}^{2}=\mu_{2}^{2}+\frac{1}{2} \lambda_{3} v^{2}$ | $\widetilde{m}_{H^{ \pm}}^{2}=m_{H^{ \pm}}^{2}+\delta m_{\chi T}^{2}$ | 2 |
| $A_{i}$ | $m_{W}^{2}=\frac{1}{4} g_{2}^{2} v^{2}$ | $m_{W}$ | $3(D-1)$ |
| $A_{0}$ | $m_{W}^{2}$ | $\widetilde{m}_{W}^{2}=m_{W}^{2}+m_{\mathrm{E} 2}^{2}$ | 3 |
| $c_{A}, \bar{c}_{A}$ | $m_{W}^{2}$ | $m_{W}^{2}$ | -6 |
| $C_{i}$ | 0 | 0 | $8(D-1)$ |
| $C_{0}$ | 0 | $m_{\mathrm{E} 3}^{2}$ | 8 |
| $c_{C}, \bar{c}_{C}$ | 0 | 0 | -16 |
| $t$ | $m_{t}^{2}=\frac{1}{2} h_{t}^{2} v^{2}$ | $m_{t}^{2}$ | 12 |

Table 3.1: Tree-level masses squared in Feynman $R_{\xi}$ gauge with thermal masses given in eqs. 3.1.13) - (3.1.16). The gauge fields $A_{\mu}$ and $C_{\mu}$ correspond to the gauge groups $S U(2)$ and $S U(3)$ and $c_{A}, \bar{c}_{A}, c_{C}, \bar{c}_{C}$ are the Faddeev-Popov ghosts. The top quark is denoted by $t$.
are

$$
\begin{align*}
\delta m_{\phi T}^{2} & =\frac{1}{2}\left[6 \lambda_{1}+3 \cdot 2 \lambda_{1}+\lambda_{L}+\lambda_{S}+2 \lambda_{3}+\frac{3(D-1)}{2} g_{2}^{2}\right] I\left(0_{b}\right)-\frac{12}{2} h_{t}^{2} I\left(0_{f}\right) \\
& =\left[\frac{6 \lambda_{1}+2 \lambda_{3}+\lambda_{4}}{12}+\frac{3 g_{2}^{2}}{16}+\frac{h_{t}^{2}}{4}\right] T^{2}+\mathcal{O}(\epsilon T),  \tag{3.1.13}\\
\delta m_{\chi T}^{2} & =\frac{1}{2}\left[6 \lambda_{2}+3 \cdot 2 \lambda_{2}+\lambda_{L}+\lambda_{S}+2 \lambda_{3}+\frac{3(D-1)}{2} g_{2}^{2}\right] I\left(0_{b}\right) \\
& =\left[\frac{6 \lambda_{2}+2 \lambda_{3}+\lambda_{4}}{12}+\frac{3 g_{2}^{2}}{16}\right] T^{2}+\mathcal{O}(\epsilon T),  \tag{3.1.14}\\
m_{\mathrm{E} 2}^{2} & =(D-2) g_{2}^{2}\left[2(D-1) I\left(0_{b}\right)-4 n_{G} I\left(0_{f}\right)\right] \\
& =\left[1+\frac{n_{G}}{3}\right] g_{2}^{2} T^{2}+\mathcal{O}(\epsilon T),  \tag{3.1.15}\\
m_{\mathrm{E} 3}^{2} & =(D-2) g_{3}^{2}\left[3(D-2) I\left(0_{b}\right)-4 n_{G} I\left(0_{f}\right)\right] \\
& =\left[1+\frac{n_{G}}{3}\right] g_{3}^{2} T^{2}+\mathcal{O}(\epsilon T) . \tag{3.1.16}
\end{align*}
$$

With these tree-level expressions we can now begin our computation of the scalar potential.

### 3.2 The Two-Loop Potential

With the masses and degeneracies given in table 3.1 as well as the already introduced $J$-function (cf. eq. (2.1.5) and section 3.2.1) we can now easily write down the one-loop contribution of the potential. Including counterterms, the
tree-level and one-loop potential is then

$$
\begin{align*}
V_{0}+V_{1}= & \frac{\mu_{1}^{2} v^{2}}{2}+\frac{\lambda_{1} v^{4}}{2}+\frac{\delta \mu_{1}^{2} v^{2}}{2}+\frac{\delta \lambda_{1} v^{4}}{2} \\
& +J\left(\widetilde{m}_{h}\right)+3 J\left(\widetilde{m}_{G}\right)+J\left(\widetilde{m}_{H}\right)+J\left(\widetilde{m}_{A}\right)+2 J\left(\widetilde{m}_{H^{ \pm}}\right) \\
& +3\left[(D-3) J\left(m_{W}\right)+J\left(\widetilde{m}_{W}\right)\right]+8\left[(D-3) J\left(0_{b}\right)+J\left(m_{\mathrm{E} 3}\right)\right] \\
& -12 J\left(m_{t}\right)-\left(30 n_{G}-12\right) J\left(0_{f}\right) \tag{3.2.1}
\end{align*}
$$

where the masses are listed in table 3.1 the counterterms are given in Appendix C. 1 and $n_{G}=3$ is the number of fermion generations. The last term includes five massless quarks and nine massless leptons.

We now introduce a notation where we keep track of the $1 / \epsilon$ expansion in a superscript index. This notation is used for the potential and similarly for all the master integral functions, e.g. the $J$-function below. We expand the potential as

$$
\begin{equation*}
V=\frac{1}{\epsilon} V^{(-1)}+V^{(0)}+\epsilon V^{(1)}+\mathcal{O}\left(\epsilon^{2}\right) \tag{3.2.2}
\end{equation*}
$$

We are using dimensional regularization in all our calculations, i.e. setting $D=4-2 \epsilon$. Therefore, the numbers of degrees of freedom of the spatial components of the gauge fields are $\epsilon$-dependent. To some extent vacuum counterterms cancel divergences and some of the temperature dependent divergences cancel in the sum of all terms. The remaining divergences, however, which are proportional to thermal masses and thus formally of higher order are removed by hand. Since these divergences cancel at higher order we do not expand thermal masses in $\epsilon$.

Using the notation of eq. (3.2.2) in eq. (3.2.1) and proceed as described, the finite part of the one-loop potential becomes

$$
\begin{align*}
V_{1}^{(0)}= & J^{(0)}\left(\widetilde{m}_{h}\right)+3 J^{(0)}\left(\widetilde{m}_{G}\right)+J^{(0)}\left(\widetilde{m}_{H}\right)+J^{(0)}\left(\widetilde{m}_{A}\right)+2 J^{(0)}\left(\widetilde{m}_{H^{ \pm}}\right) \\
& +3\left[J^{(0)}\left(m_{W}\right)-2 J^{(-1)}\left(m_{W}\right)+J^{(0)}\left(\widetilde{m}_{W}\right)\right] \\
& +8\left[J^{(0)}\left(0_{b}\right)-2 J^{(-1)}\left(0_{b}\right)+J^{(0)}\left(m_{\mathrm{E} 3}\right)\right] \\
& -12 J^{(0)}\left(m_{t}\right)-\left(30 n_{G}-12\right) J^{(0)}\left(0_{f}\right) . \tag{3.2.3}
\end{align*}
$$

We now turn to the two-loop potential. The topologies of the Feynman diagrams for its calculation are of course the same as in chapter 2 We include the counterterm and denote them by




The fields inside the brackets are either scalars (s), vector bosons (v), ghosts (g) or fermions (f). All the contributions are expressed in terms of the master sum-integrals derived in sections 3.2.1 and 3.2.2

In perturbation theory we do a weak-coupling expansion, i.e. a Taylor series in the coupling constant. We can write the action as $S=S_{0}+S_{I}$, where $S_{0}$ captures the kinetic and the mass terms and $S_{I}$ the interaction terms proportional to the coupling constants. We can then write the partition function as

$$
\begin{equation*}
\mathcal{Z}=\int \mathcal{D}[\ldots] e^{-S_{0}-S_{I}} \tag{3.2.5}
\end{equation*}
$$

where $\mathcal{D}[\ldots]$ is the path integration measure for all the fields. Introducing the free partition function $\mathcal{Z}_{0}=\int \mathcal{D}[\ldots] e^{-S_{0}}$ we expand eq. (3.2.5) in terms of the coupling constants and write

$$
\begin{equation*}
\mathcal{Z}=\mathcal{Z}_{0}\left[1-\left\langle S_{I}\right\rangle_{0}+\frac{1}{2}\left\langle S_{I}^{2}\right\rangle_{0}+\mathcal{O}\left(\left\langle S_{I}^{3}\right\rangle_{0}\right)\right] \tag{3.2.6}
\end{equation*}
$$

where the expectation value is defined as $\langle A\rangle_{0}=\mathcal{Z}_{0}^{-1} \int \mathcal{D}[\ldots] A e^{-S_{0}}$. The free energy density can be expressed with the partition function as

$$
\begin{equation*}
f=-\frac{T}{V} \ln \mathcal{Z}=f_{0}-\frac{T}{V}\left[-\left\langle S_{I}\right\rangle_{0}+\frac{1}{2}\left(\left\langle S_{I}^{2}\right\rangle_{0}-\left\langle S_{I}\right\rangle_{0}^{2}\right)+\mathcal{O}\left(\left\langle S_{I}^{3}\right\rangle_{0}\right)\right] \tag{3.2.7}
\end{equation*}
$$

where $f_{0}$ contains contributions from $S_{0}$ and the thermodynamical limit $V \rightarrow \infty$ is implied. We denote the second term in eq. (3.2.7) with $f_{I}$, such that $f=$ $f_{0}+f_{I}$, and rewrite it as

$$
\begin{equation*}
f_{I}=-\frac{T}{V}\left\langle e^{-S_{I}}-1\right\rangle_{0}=\left\langle S_{I}-\frac{1}{2} S_{I}^{2}+\mathcal{O}\left(S_{I}^{3}\right)\right\rangle_{0} \tag{3.2.8}
\end{equation*}
$$

In the last step we have dropped an overall integration $\int_{X}$ because it cancels against the factor $T / V$. Inserting the interaction part of the action into eq. (3.2.8) and using Wick's theorem [109 we can write the expectation value in terms of two-point functions.

The diagrams of eq. (3.2.4) are then constructed by contracting the fields in the corresponding terms. The first two types, ( x ) and ( xx ), originate from the first term of the expansion in eq. (3.2.8), whereas the last one comes from the second term. Therefore, diagrams with the sunset topology ( xxx ) have to be multiplied by a factor of $-1 / 2$.

As an example of the computation of the two-loop potential we consider the diagrams with only scalar fields. The Feynman rules are derived by inserting the expressions for the scalar doublets (3.1.6) into the potential (3.1.2) and then taking explicit derivatives. The term $\sim \lambda_{1}$ for example reads

$$
\begin{equation*}
\delta V_{\lambda_{1}}=\lambda_{1}\left[G^{+} G^{-}+\frac{1}{2}\left(v^{2}+2 h v+h^{2}+G^{0} G^{0}\right)\right]^{2} \tag{3.2.9}
\end{equation*}
$$

and leads to the Feynman rules

$$
\begin{align*}
& h--\varrho_{h}^{\prime} \ddots_{h}^{h}=\left.\frac{\delta^{3} V_{\lambda_{1}}}{\partial h^{3}}\right|_{\langle f\rangle=0}=6 v \lambda_{1},  \tag{3.2.10}\\
& h--\varliminf_{\ddots}^{\prime} G_{G^{0}}^{G^{0}}=\left.\frac{\delta^{3} V_{\lambda_{1}}}{\partial h \partial\left(G^{0}\right)^{2}}\right|_{\langle f\rangle=0}=2 v \lambda_{1},  \tag{3.2.11}\\
& h--\varrho_{-}^{\prime} \ddots_{G^{-}}^{G^{-}}=\left.\frac{\delta^{3} V_{\lambda_{1}}}{\partial h \partial G^{+} \partial G^{-}}\right|_{\langle f\rangle=0}=2 v \lambda_{1}, \tag{3.2.12}
\end{align*}
$$

where $\langle f\rangle=0$ means that all the fields, here $f \in\left\{h, G^{0}, G^{ \pm}\right\}$, are set to zero. The expression of the full scalar potential (3.1.2) leads to the rest of the scalar Feynman rules. We denote the Goldstone bosons as $G \in\left\{G^{0}, G^{ \pm}\right\}$and write down the scalar sunset diagrams with their appropriate symmetry factors:

$$
\begin{align*}
& -\frac{1}{4} \times \stackrel{\substack{A \\
\hdashline}}{\hdashline}=-\frac{v^{2}}{4} \lambda_{S}^{2} H\left(\widetilde{m}_{h}, \widetilde{m}_{A}, \widetilde{m}_{A}\right),  \tag{3.2.16}\\
& -\frac{1}{2} \times \underset{\substack{H^{ \pm} \\
\hdashline-1 \\
\hdashline-1}}{\substack{H^{ \pm}}}=-\frac{v^{2}}{2} \lambda_{3}^{2} H\left(\widetilde{m}_{h}, \widetilde{m}_{H^{ \pm}}, \widetilde{m}_{H^{ \pm}}\right),  \tag{3.2.17}\\
& -\frac{1}{2} \times \stackrel{H}{G^{0}} \tag{3.2.18}
\end{align*}
$$

$$
\begin{align*}
& -\frac{1}{2} \times \stackrel{A}{1} \begin{array}{c}
G^{ \pm} \\
\hdashline H^{ \pm}
\end{array} \tag{3.2.20}
\end{align*}
$$

The Feynman rules for the quartic vertices are derived by taking four derivatives of the potential. For the part given in eq. (3.2.9) these are for example


which lead to the diagrams



The Feynman rules for all the other vertices are derived in a similar way. The results for all the diagrams contributing to the two-loop potential are listed in Appendix (B)

To express diagrams with fermion lines in terms of the master integrals, we need to rewrite traces as

$$
\begin{align*}
& \operatorname{Tr}\left[\left(\mathbb{K}+m_{1}\right)\left(\not P+m_{2}\right)\right]=4\left(K \cdot P+m_{1} m_{2}\right) \\
& \quad=2\left[(K+P)^{2}+m_{3}^{2}-\left(K^{2}+m_{1}^{2}\right)-\left(P^{2}+m_{2}^{2}\right)+\left(m_{1}+m_{2}\right)^{2}-m_{3}^{2}\right] . \tag{3.2.26}
\end{align*}
$$

Using this we can simply read off the contributions from the different master integrals as shown in the following example:

$$
\begin{align*}
-\frac{1}{2} \times \underbrace{t}_{t} & =\frac{3 h_{t}^{2}}{4} f_{K, P} \frac{\operatorname{Tr}\left[\left(\not K+m_{1}\right)\left(\not P+m_{2}\right)\right]}{\left(K^{2}+m_{t}^{2}\right)\left(P^{2}+m_{t}^{2}\right)\left[(K+P)^{2}+\widetilde{m}_{h}^{2}\right]} \\
& =\frac{3 h_{t}^{2}}{2} \underbrace{}_{K, P} \frac{\left[(K+P)^{2}+\widetilde{m}_{h}^{2}\right]-\left(K^{2}+m_{t}^{2}\right)-\left(P^{2}+m_{t}^{2}\right)+4 m_{t}^{2}-\widetilde{m}_{h}^{2}}{\left(K^{2}+m_{t}^{2}\right)\left(P^{2}+m_{t}^{2}\right)\left[(K+P)^{2}+\widetilde{m}_{h}^{2}\right]} \\
& =-\frac{3 h_{t}^{2}}{2}\left[\left(\widetilde{m}_{h}^{2}-4 m_{t}^{2}\right) H\left(\widetilde{m}_{h}, m_{t}, m_{t}\right)+2 I\left(\widetilde{m}_{h}\right) I\left(m_{t}\right)-I^{2}\left(m_{t}\right)\right] . \tag{3.2.27}
\end{align*}
$$

In the following two sections we derive the master integral functions for one- and two-loop finite temperature integrals. An overview as well as their high-temperature expansions can be found in Appendix A.2. The derivation follows a similar path in each case. We rewrite the integrals in a convenient
way such that the Matsubara sums can be performed. The remaining integrals are then evaluated if possible or otherwise left to be evaluated numerically. These numerical integrals are usually rapidly converging, although there are some difficulties in the two-loop integral functions concerning poles. These technicalities are discussed below.

### 3.2.1 One-Loop Finite Temperature Integrals

The integral function $I(m)$, also called the tadpole integral, is

$$
\begin{equation*}
I(m)=\oint_{K} \frac{1}{K^{2}+m^{2}}=T \sum_{k_{0}} \int_{k} \frac{1}{k_{0}^{2}+k^{2}+m^{2}} \tag{3.2.28}
\end{equation*}
$$

For the moment we want to keep the bosonic and fermionic cases separated. Which modes $k_{0}$ stands for is implicitly given by the argument of the $I$-function. The Matsubara sums can be evaluated as

$$
\begin{align*}
& T \sum_{n=-\infty}^{\infty} \frac{1}{(2 \pi n T)^{2}+\omega^{2}}=\frac{1}{2 \omega} \operatorname{coth}\left[\frac{\omega}{2 T}\right] \\
& T \sum_{n=-\infty}^{\infty} \frac{1}{((2 n+1) \pi T)^{2}+\omega^{2}}=\frac{1}{2 \omega} \tanh \left[\frac{\omega}{2 T}\right] \tag{3.2.29}
\end{align*}
$$

We can rewrite the hyperbolic functions as

$$
\begin{align*}
& \operatorname{coth} x=\frac{e^{x}+e^{-x}}{e^{x}-e^{-x}}=1+\frac{2 e^{-x}}{e^{x}-e^{-x}}=1+\frac{2}{e^{2 x}-1}=1+2 n_{b}(\omega) \\
& \tanh x=\frac{e^{x}-e^{-x}}{e^{x}+e^{-x}}=1-\frac{2 e^{-x}}{e^{x}+e^{-x}}=1-\frac{2}{e^{2 x}+1}=1-2 n_{f}(\omega) \tag{3.2.30}
\end{align*}
$$

where in the last step we have set $x=\omega /(2 T)$, where $\omega=\sqrt{k^{2}+m^{2}}$. The tadpole integral now splits into a zero-temperature and a finite-temperature part

$$
\begin{align*}
& I_{b}(m)=I_{\mathrm{vac}}(m)+I_{T, b}(m)=\int_{k} \frac{1}{2 \omega}+\int_{k} \frac{n_{b}(\omega)}{\omega} \\
& I_{f}(m)=I_{\mathrm{vac}}(m)+I_{T, f}(m)=\int_{k} \frac{1}{2 \omega}-\int_{k} \frac{n_{f}(\omega)}{\omega} \tag{3.2.31}
\end{align*}
$$

where the minus sign in the fermionic integrals stems from the fermionic loop. We now introduce the distribution function $n(\omega)$ which is understood to be either the Bose-Einstein distribution $n(\omega)=n_{b}(\omega)$ for bosonic arguments or minus the Fermi-Dirac distribution $n(\omega)=-n_{f}(\omega)$ for fermionic arguments. The zero-temperature integral $I_{\mathrm{vac}}(m)$ is the same as the integral $A(m)$ given in Appendix A.1 since

$$
\begin{equation*}
\int_{K} \frac{1}{K^{2}+m^{2}}=\int_{k} \int_{-\infty}^{\infty} \frac{d k_{0}}{2 \pi} \frac{1}{k_{0}^{2}+\omega^{2}}=\int_{k} \frac{1}{2 \omega} \tag{3.2.32}
\end{equation*}
$$

We thus write

$$
\begin{equation*}
I(m)=A(m)+\int_{k} \frac{n(\omega)}{\omega} \tag{3.2.33}
\end{equation*}
$$

Since we need the integral function at hand for our two-loop potential computation where there are terms $\sim I(m) / \epsilon$ we need the terms up to order $\mathcal{O}(\epsilon)$
in the $\epsilon$-expansion. For the $A(m)$ function this is easily evaluated using the general function for such integrals given in eq. A.0.5). The expansion reads

$$
\begin{align*}
A(m) & =\frac{1}{2} \int_{k} \frac{1}{\sqrt{k^{2}+m^{2}}}=\frac{1}{2}\left(\frac{\bar{\mu}^{2} e^{\gamma_{E}}}{4 \pi}\right)^{e} \frac{1}{(4 \pi)^{\frac{3}{2}-\epsilon}} \frac{\Gamma(\epsilon-1)}{\Gamma\left(\frac{1}{2}\right)}\left(m^{2}\right)^{1-\epsilon} \\
& =\frac{m^{2}}{(4 \pi)^{2}}\left[-\frac{1}{\epsilon}+\ln \frac{m^{2}}{\bar{\mu}^{2}}-1-\epsilon\left(1+\frac{\pi^{2}}{12}+\frac{1}{2} \ln ^{2} \frac{m^{2}}{\bar{\mu}^{2}}-\ln \frac{m^{2}}{\bar{\mu}^{2}}\right)\right]+\mathcal{O}\left(\epsilon^{2}\right) . \tag{3.2.34}
\end{align*}
$$

The finite temperature integrals only depend on the absolute value of the momentum and thus the angular integrals can be performed leaving

$$
\begin{equation*}
I_{T}(m)=\frac{1}{2 \pi^{2}} \int_{0}^{\infty} d k k^{2} \frac{n(\omega)}{\omega}+\frac{\epsilon}{2 \pi} \int_{0}^{\infty} d k k^{2}\left(2-2 \ln 2-\ln \frac{k^{2}}{\bar{\mu}^{2}}\right) \frac{n(\omega)}{\omega} . \tag{3.2.35}
\end{equation*}
$$

In our calculations we also need a modified expression of the tadpole integral function which is

$$
\begin{equation*}
I(\underline{m}) \equiv \oint_{K} \frac{k^{2}}{K^{2}+m^{2}}=\int_{k} \frac{k^{2}}{2 \omega}+\int_{k} \frac{k^{2} n(\omega)}{\omega} . \tag{3.2.36}
\end{equation*}
$$

For the first term, which is independent of the temperature, we use 110

$$
\begin{equation*}
\int d^{d} p \frac{\left(p^{2}\right)^{\alpha}}{\left(p^{2}+m^{2}\right)^{\beta}}=\pi^{\frac{d}{2}} m^{d+2 \alpha-2 \beta} \frac{\Gamma\left(\alpha+\frac{d}{2}\right) \Gamma\left(\beta-\alpha-\frac{d}{2}\right)}{\Gamma\left(\frac{d}{2}\right) \Gamma(\beta)} . \tag{3.2.37}
\end{equation*}
$$

We set $\alpha=1, \beta=1 / 2$ and $d=3-2 \epsilon$ and we expand to $\mathcal{O}(\epsilon)$ and get

$$
\begin{equation*}
\int_{k} \frac{k^{2}}{2 \omega}=\frac{m^{4}}{4(4 \pi)^{2}}\left[\frac{3}{\epsilon}+\frac{5}{2}-\ln \frac{m^{2}}{\bar{\mu}^{2}}+\epsilon\left(\frac{9}{4}+\frac{\pi}{4}+\frac{3}{2} \ln ^{2} \frac{m^{2}}{\bar{\mu}^{2}}-\frac{5}{2} \ln \frac{m^{2}}{\bar{\mu}^{2}}\right)\right] . \tag{3.2.38}
\end{equation*}
$$

In the finite temperature part of eq. (3.2.36) where the integration over $k$ remains to be evaluated numerically, this modification just changes the exponent $k^{2} \rightarrow k^{4}$ with respect to the $I$-function in eq. (3.2.35). For the counterterms we need the following relation which is true for both bosonic and fermionic modes,

$$
\begin{equation*}
\oint_{K} \frac{K^{2}}{K^{2}+m^{2}}=-m^{2} \oint_{K} \frac{1}{K^{2}+m^{2}}=-m^{2} I(m), \tag{3.2.39}
\end{equation*}
$$

where the first equality is true in this context since a power law divergence vanishes in dimensional regularization $£_{K} 1 \rightarrow 0$.

The $J(m)$ function needed in the one-loop potential is related to the $I(m)$ function through

$$
\begin{equation*}
I(m)=\frac{1}{m} \frac{d}{d m} J(m) \quad \Rightarrow \quad J(m)=\int d m m I(m) \tag{3.2.40}
\end{equation*}
$$

where we have set the additive constant to zero. Using this relation the $J$ function reads

$$
J(m)=\frac{1}{2}{\underset{K}{K}}_{\mathcal{f}} \ln \left(K^{2}+m^{2}\right)=\frac{m^{2} A(m)}{D}-\frac{1}{D-1} \int_{k} \frac{k^{2} n(\omega)}{\omega}
$$

$$
\begin{equation*}
=-\frac{m^{4}}{4(4 \pi)^{2}}\left[\frac{1}{\epsilon}+\frac{3}{2}-\ln \frac{m^{2}}{\bar{\mu}^{2}}\right]-\frac{I_{T}^{(0)}(\underline{m})}{3}+\mathcal{O}(\epsilon) . \tag{3.2.41}
\end{equation*}
$$

### 3.2.2 Two-Loop Finite Temperature Integrals

The calculation of the two-loop integral function has already been done in ref. 111. The relevant integral for the sunset diagram is

$$
\begin{equation*}
H\left(m_{1}, m_{2}, m_{3}\right)=\oint_{K, P} \frac{1}{\left(K^{2}+m_{1}^{2}\right)\left(P^{2}+m_{2}^{2}\right)\left[(K+P)^{2}+m_{3}^{2}\right]} \tag{3.2.42}
\end{equation*}
$$

To solve this integral for arbitrary masses $m_{i}$ we first have to evaluate the Matsubara sums. We introduce a third momentum $Q=\left(q_{0}, \vec{q}\right)$ which comes with a delta function. We can then rewrite one of delta functions as an integral $\delta(a)=T \int_{0}^{\beta} d x e^{i a x}$, where $\beta=T^{-1}$, such that

$$
\begin{align*}
H\left(m_{1}, m_{2}, m_{3}\right) & =\frac{1}{T} \oint_{K, P, Q} \frac{\delta\left(k_{0}+p_{0}+q_{0}\right)(2 \pi)^{3} \delta^{(3)}(\vec{k}+\vec{p}+\vec{q})}{\left(K^{2}+m_{1}^{2}\right)\left(P^{2}+m_{2}^{2}\right)\left(Q^{2}+m_{3}^{2}\right)} \\
& =\underbrace{}_{K, P, Q} \int_{0}^{\beta} d x(2 \pi)^{3} \delta^{(3)}(\vec{k}+\vec{p}+\vec{q}) \frac{e^{i k_{0} x}}{K^{2}+m_{1}^{2}} \frac{e^{i p_{0} x}}{P^{2}+m_{2}^{2}} \frac{e^{i q_{0} x}}{Q^{2}+m_{3}^{2}} \\
& =\underbrace{}_{K, P, Q} \int_{0}^{\beta} d x(2 \pi)^{3} \delta^{(3)}(\vec{k}+\vec{p}+\vec{q}) \frac{e^{i k_{0} x}}{k_{0}^{2}+\omega_{1}^{2}} \frac{e^{i p_{0} x}}{p_{0}^{2}+\omega_{2}^{2}} \frac{e^{i q_{0} x}}{q_{0}^{2}+\omega_{3}^{2}} \tag{3.2.43}
\end{align*}
$$

where in the last step we have introduced $\omega_{i}^{2}=k_{i}^{2}+m_{i}^{2}$. We can now perform the Matsubara sums using

$$
\begin{equation*}
T \sum_{k_{0}} \frac{e^{i k_{0} x}}{k_{0}^{2}+\omega^{2}}=\frac{n(\omega)}{2 \omega}\left[e^{(\beta-x) \omega}+e^{x \omega}\right]=\frac{1}{2 \omega} \frac{\cosh \left[\left(\frac{\beta}{2}-x\right) \omega\right]}{\sinh \left[\frac{\beta \omega}{2}\right]} . \tag{3.2.44}
\end{equation*}
$$

Using this identity we can then perform the integration over $x$ to get

$$
\begin{align*}
H\left(m_{1}, m_{2}, m_{3}\right)= & \frac{1}{4} \int_{k, p, q}(2 \pi)^{3} \delta^{(3)}(\vec{k}+\vec{p}+\vec{q}) D\left(\omega_{1}, \omega_{2}, \omega_{3}\right) \\
D\left(\omega_{1}, \omega_{2}, \omega_{3}\right)= & \frac{n_{1} n_{2} n_{3}}{\omega_{1} \omega_{2} \omega_{3}}\left[\frac{e^{\beta\left(\omega_{1}+\omega_{2}+\omega_{3}\right)}-1}{\omega_{1}+\omega_{2}+\omega_{3}}+\frac{e^{\beta\left(\omega_{1}+\omega_{2}\right)}-e^{\beta \omega_{3}}}{\omega_{1}+\omega_{2}-\omega_{3}}\right. \\
& \left.+\frac{e^{\beta\left(\omega_{1}+\omega_{3}\right)}-e^{\beta \omega_{2}}}{\omega_{1}-\omega_{2}+\omega_{3}}+\frac{e^{\beta\left(\omega_{2}+\omega_{3}\right)}-e^{\beta \omega_{1}}}{-\omega_{1}+\omega_{2}+\omega_{3}}\right] \tag{3.2.45}
\end{align*}
$$

where we have introduced the notation $n_{i}=n\left(\omega_{i}\right)$. The exponential functions can be rewritten in terms of the distribution functions which for either of them reads

$$
\begin{equation*}
e^{\beta \omega}=\frac{e^{\beta \omega}}{e^{\beta \omega}-1}\left(e^{\beta \omega}-1\right)=\left(1+\frac{1}{e^{\beta \omega}-1}\right)\left(e^{\beta \omega}-1\right)=\frac{1+n_{b}(\omega)}{n_{b}(\omega)}, \tag{3.2.46}
\end{equation*}
$$

$$
\begin{equation*}
e^{\beta \omega}=\frac{e^{\beta \omega}}{e^{\beta \omega}+1}\left(e^{\beta \omega}+1\right)=\left(1-\frac{1}{e^{\beta \omega}+1}\right)\left(e^{\beta \omega}+1\right)=\frac{1-n_{f}(\omega)}{n_{f}(\omega)} . \tag{3.2.47}
\end{equation*}
$$

Writing these expressions using the definition of $n(\omega)$ as given below eq. (3.2.31) there arises a minus sign in the fermionic expression. We will keep this in mind, however, for simplicity we will continue with the case of only bosonic particles. We then get

$$
\begin{align*}
& D\left(\omega_{1}, \omega_{2}, \omega_{3}\right)=\frac{1}{\omega_{1} \omega_{2} \omega_{3}}[ \frac{\left(1+n_{1}\right)\left(1+n_{2}\right)\left(1+n_{3}\right)-n_{1} n_{2} n_{3}}{\omega_{1}+\omega_{2}+\omega_{3}} \\
&+\frac{\left(1+n_{1}\right)\left(1+n_{2}\right) n_{3}-n_{1} n_{2}\left(1+n_{3}\right)}{\omega_{1}+\omega_{2}-\omega_{3}} \\
&+\frac{\left(1+n_{1}\right) n_{2}\left(1+n_{3}\right)-n_{1}\left(1+n_{2}\right) n_{3}}{\omega_{1}-\omega_{2}+\omega_{3}} \\
&\left.+\frac{n_{1}\left(1+n_{2}\right)\left(1+n_{3}\right)-\left(1+n_{1}\right) n_{2} n_{3}}{-\omega_{1}+\omega_{2}+\omega_{3}}\right] \\
& \frac{1}{\omega_{1} \omega_{2} \omega_{3}}\left[\frac{1+n_{1} n_{2}+n_{1} n_{3}+n_{2} n_{3}+n_{1}+n_{2}+n_{3}}{\omega_{1}+\omega_{2}+\omega_{3}}\right. \\
&+\frac{-n_{1} n_{2}+n_{1} n_{3}+n_{2} n_{3}+n_{3}}{\omega_{1}+\omega_{2}-\omega_{3}} \\
&\left.+\frac{n_{1} n_{2}-n_{1} n_{3}+n_{2} n_{3}+n_{2}}{\omega_{1}-\omega_{2}+\omega_{3}}+\frac{n_{1} n_{2}+n_{1} n_{3}-n_{2} n_{3}+n_{1}}{-\omega_{1}+\omega_{2}+\omega_{3}}\right] . \tag{3.2.48}
\end{align*}
$$

The terms proportional to $n_{1} n_{2} n_{3}$ have vanished and only terms with one, two or no $n_{i}$ remain. We first take the terms inside the square brackets with two $n_{i}$ and collect those with the same numerator which are of the form

$$
\begin{align*}
\tilde{D} & =n_{1} n_{2}\left(\frac{1}{\omega_{1}+\omega_{2}+\omega_{3}}-\frac{1}{\omega_{1}+\omega_{2}-\omega_{3}}+\frac{1}{\omega_{1}-\omega_{2}+\omega_{3}}+\frac{1}{-\omega_{1}+\omega_{2}+\omega_{3}}\right) \\
& =\frac{4 \omega_{3}\left(\omega_{1}^{2}+\omega_{2}^{2}-\omega_{3}^{2}\right) n_{1} n_{2}}{\left(\omega_{1}+\omega_{2}+\omega_{3}\right)\left(\omega_{1}+\omega_{2}-\omega_{3}\right)\left(\omega_{1}-\omega_{2}+\omega_{3}\right)\left(-\omega_{1}+\omega_{2}+\omega_{3}\right)} \\
& =-\frac{4 \omega_{3}\left(\omega_{1}^{2}+\omega_{2}^{2}-\omega_{3}^{2}\right) n_{1} n_{2}}{\left[\left(\omega_{1}+\omega_{2}\right)^{2}-\omega_{3}^{2}\right]\left[\left(\omega_{1}-\omega_{2}\right)^{2}-\omega_{3}^{2}\right]} . \tag{3.2.49}
\end{align*}
$$

At this point we use the delta function to rewrite e.g. $\vec{q}=-(\vec{k}+\vec{p}){ }^{2}$ Thus we can write

$$
\begin{equation*}
\omega_{3}^{2}=q^{2}+m_{3}^{2}=(\vec{k}+\vec{p})^{2}+m_{3}^{2}=\omega_{1}^{2}+\omega_{2}^{2}+m_{3}^{2}-m_{1}^{2}-m_{2}^{2}+2 z k p \tag{3.2.50}
\end{equation*}
$$

where e.g. $k=|\vec{k}|$ and $z=\vec{k} \cdot \vec{p} /(k p)$. The newly introduced parameter $z$ takes values $-1 \leq z \leq 1$. Eq. (3.2.49) is then

$$
\begin{align*}
\tilde{D} & =-\frac{4 \omega_{3}\left(m_{1}^{2}+m_{2}^{2}-m_{3}^{2}-2 z k p\right) n_{1} n_{2}}{\left[2 \omega_{1} \omega_{2}+m_{1}^{2}+m_{2}^{2}-m_{3}^{2}-2 z k p\right]\left[-2 \omega_{1} \omega_{2}+m_{1}^{2}+m_{2}^{2}-m_{3}^{2}-2 z k p\right]} \\
& =\frac{4 \omega_{3}\left(m_{1}^{2}+m_{2}^{2}-m_{3}^{2}-2 z k p\right) n_{1} n_{2}}{4 \omega_{1}^{2} \omega_{2}^{2}-\left(m_{1}^{2}+m_{2}^{2}-m_{3}^{2}-2 z k p\right)^{2}} . \tag{3.2.51}
\end{align*}
$$

[^3]Of the nine integrations in eq. (3.2.45) three are evaluated using the delta function and three angular integrations can be performed, since the expression $D\left(\omega_{1}, \omega_{2}, \omega_{3}\right)$ now only depends on $k, p$ and $z$ :

$$
\begin{align*}
H\left(m_{1}, m_{2}, m_{3}\right) & =\frac{1}{4} \int_{k, p, q}(2 \pi)^{3} \delta^{(3)}(\vec{k}+\vec{p}+\vec{q}) D\left(\omega_{1}, \omega_{2}, \omega_{3}\right) \\
& =\sum_{i \neq j} \frac{1}{4 \cdot 8 \pi^{4}} \int_{0}^{\infty} d k \int_{0}^{\infty} d p \int_{-1}^{1} d z \frac{k^{2} p^{2}}{\omega_{1} \omega_{2} \omega_{3}} \tilde{D}\left(\omega_{i}, \omega_{j}, z\right)+H^{\prime}+H_{\mathrm{vac}} \tag{3.2.52}
\end{align*}
$$

Here $H^{\prime}$ captures the contribution from the terms proportional to one $n_{i}$ in eq. (3.2.48) and $H_{\mathrm{vac}}$ is the zero-temperature contribution. In the first term of eq. (3.2.52) the integration over $z$ can be performed. It is of the form

$$
\begin{equation*}
\int_{-1}^{1} d z \frac{A-2 B z}{C^{2}-(A-2 B z)^{2}}=\frac{1}{4 B} \ln \left[\frac{(A-2 B)^{2}-C^{2}}{(A+2 B)^{2}-C^{2}}\right] \tag{3.2.53}
\end{equation*}
$$

We then get

$$
\begin{equation*}
\int_{-1}^{1} d z \frac{k^{2} p^{2}}{\omega_{1} \omega_{2} \omega_{3}} \tilde{D}\left(\omega_{1}, \omega_{2}, z\right)=\frac{k p}{\omega_{1} \omega_{2}} \ln \left[\frac{\left(m_{1}^{2}+m_{2}^{2}-m_{3}^{2}-2 k p\right)^{2}-4 \omega_{1} \omega_{2}}{\left(m_{1}^{2}+m_{2}^{2}-m_{3}^{2}+2 k p\right)^{2}-4 \omega_{1}^{2} \omega_{2}^{2}}\right] \tag{3.2.54}
\end{equation*}
$$

The argument of the logarithm could be negative, so we are going to take the absolute value which is equivalent of taking the real part of the logarithm. The imaginary part anyway cancels against the imaginary part of other terms in the final expression as stated in ref. [111.

For the terms with only one $n_{i}$ in eq. (3.2.48) we need the Passarino-Veltman integral $B\left(P ; m_{1}, m_{2}\right)$ given in Appendix A in eq. A.1.3). We can perform the integration over $k_{0}$ and then set the external particle on-shell, i.e. $p_{0}=i \omega_{3}$, yielding

$$
\begin{align*}
\frac{1}{2 \pi} \int_{-\infty}^{\infty} d k_{0} & \frac{1}{\left(k_{0}^{2}+\omega_{1}^{2}\right)\left[\left(k_{0}+p_{0}\right)^{2}+\omega_{2}^{2}\right]}=\frac{1}{2 \omega_{2}} \frac{\omega_{3}^{2}-\omega_{1}^{2}-\omega_{2}^{2}}{\omega_{1}^{4}+\left(\omega_{2}^{2}-\omega_{3}^{2}\right)^{2}-2 \omega_{1}^{2}\left(\omega_{2}^{2}+\omega_{3}^{2}\right)} \\
& =\frac{1}{2 \omega_{2}} \frac{\omega_{1}^{2}-\omega_{2}^{2}-\omega_{3}^{2}}{\left[\left(\omega_{1}+\omega_{2}\right)^{2}-\omega_{3}^{2}\right]\left[\left(\omega_{1}-\omega_{2}\right)^{2}-\omega_{3}^{2}\right]} \\
& =\frac{1}{\left[\left(\omega_{1}+\omega_{2}\right)^{2}-\omega_{3}^{2}\right]\left[\left(\omega_{1}-\omega_{2}\right)^{2}-\omega_{3}^{2}\right]}\left[\frac{\omega_{1}^{2}-\omega_{2}^{2}-\omega_{3}^{2}}{4 \omega_{2}}+\frac{-\omega_{1}^{2}+\omega_{2}^{2}-\omega_{3}^{2}}{4 \omega_{1}}\right] \tag{3.2.55}
\end{align*}
$$

where the symmetrization in the last equation was carried out since $B\left(P ; m_{1}, m_{2}\right)$ is symmetric under the simultaneous exchange of the masses and the momentum $m_{1} \leftrightarrow m_{2}, K \rightarrow-K-P$. The integrand, however, only depends on $\left|p_{0}\right|$ and $\vec{p}$ will be integrated over anyway, so our last step is justified. The last term can then be rewritten as

$$
\frac{\omega_{1}^{2}-\omega_{2}^{2}-\omega_{3}^{2}}{4 \omega_{2}}+\frac{-\omega_{1}^{2}+\omega_{2}^{2}-\omega_{3}^{2}}{4 \omega_{1}}=\frac{\left(\omega_{2}-\omega_{1}\right)\left(\omega_{1}^{2}-\omega_{2}^{2}\right)-\omega_{3}^{2}\left(\omega_{1}+\omega_{2}\right)}{4 \omega_{1} \omega_{2}}
$$

$$
\begin{equation*}
=\frac{\left[\left(\omega_{1}-\omega_{2}\right)^{2}-\omega_{3}^{3}\right]\left(\omega_{1}+\omega_{2}\right)}{4 \omega_{1} \omega_{2}} \tag{3.2.56}
\end{equation*}
$$

The integral in eq. (3.2.55) is then

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{-\infty}^{\infty} d k_{0} \frac{1}{\left(k_{0}^{2}+\omega_{1}^{2}\right)\left[\left(k_{0}+i \omega_{3}\right)^{2}+\omega_{2}^{2}\right]}=\frac{1}{2 \omega_{1} \omega_{2}} \frac{\omega_{1}+\omega_{2}}{\left(\omega_{1}+\omega_{2}\right)^{2}-\omega_{3}^{2}} . \tag{3.2.57}
\end{equation*}
$$

The terms with only one $n_{i}$ in eq. (3.2.48) have a similar structure. We reinsert the factor of $1 / 4$ we have taken out of the integral and rewrite the terms with one $n_{i}$ as

$$
\begin{equation*}
\frac{1}{4} \int_{k, p, q}(2 \pi)^{3} \delta^{(3)}(\vec{k}+\vec{p}+\vec{q}) \frac{2 n_{3}}{\omega_{1} \omega_{2} \omega_{3}} \frac{\omega_{1}+\omega_{2}}{\left(\omega_{1}+\omega_{2}\right)^{2}-\omega_{3}^{2}}=2 I_{T, b}\left(m_{3}\right) B\left(-i m_{3} ; m_{1}, m_{2}\right) \tag{3.2.58}
\end{equation*}
$$

Since the $B$-function is symmetric in its second and third argument, in the above expression we can use the symmetrization

$$
\begin{equation*}
2 B\left(-i m_{3} ; m_{1}, m_{2}\right)=B\left(-i m_{3} ; m_{1}, m_{2}\right)+B\left(-i m_{3} ; m_{2}, m_{1}\right) \tag{3.2.59}
\end{equation*}
$$

The last remaining term of eq. (3.2.48), i.e. the one without $n_{i}$ 's in the numerator, is equal to the vacuum sunset diagram

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{d p_{0}}{2 \pi} \frac{1}{p_{0}^{2}+\omega_{2}^{2}} \int_{-\infty}^{\infty} \frac{d k_{0}}{2 \pi} \frac{1}{\left(k_{0}^{2}+\omega_{1}^{2}\right)\left[\left(k_{0}+p_{0}\right)^{2}+\omega_{3}^{2}\right]}=\frac{1}{4 \omega_{1} \omega_{2} \omega_{3}\left(\omega_{1}+\omega_{2}+\omega_{3}\right)} \tag{3.2.60}
\end{equation*}
$$

Finally we can put everything together and write

$$
\begin{align*}
H\left(m_{1}, m_{2}, m_{3}\right)= & H_{\mathrm{vac}}\left(m_{1}, m_{2}, m_{3}\right)+\sum_{i \neq j \neq \ell} I_{T, b}\left(m_{i}\right) \operatorname{Re} B\left(-i m_{i}, m_{j}, m_{\ell}\right) \\
& +\frac{1}{32 \pi^{4}} \sum_{i \neq j \neq \ell} \int_{0}^{\infty} d k \int_{0}^{\infty} d p k p \frac{n_{b}\left(\omega_{k, i}\right)}{\omega_{k, i}} \frac{n_{b}\left(\omega_{p, j}\right)}{\omega_{p, j}} f_{k, p}\left(m_{i}, m_{j}, m_{\ell}\right), \\
f_{k, p}\left(m_{1}, m_{2}, m_{3}\right)= & \ln \left|\frac{\left(m_{1}^{2}+m_{2}^{2}-m_{3}^{2}-2 k p\right)^{2}-4\left(k^{2}+m_{1}^{2}\right)\left(p^{2}+m_{2}^{2}\right)}{\left(m_{1}^{2}+m_{2}^{2}-m_{3}^{2}+2 k p\right)^{2}-4\left(k^{2}+m_{1}^{2}\right)\left(p^{2}+m_{2}^{2}\right)}\right| . \tag{3.2.61}
\end{align*}
$$

The vacuum contribution of the sunset integral has been extensively studies in the literature, e.g. in refs. 112 114. We take the results from ref. 114, however, we need to adjust them to our conventions by first multiplying by a factor of $1 /(2 \pi)^{4}$. Furthermore, in dimensional regularization they use $n-4$ dimensions while we use $4-2 \epsilon$ leading to a different expansion by a factor of 2 and we have to take the factor $\bar{\mu}^{4 \epsilon}$ into our expansion. Our result $H_{\mathrm{vac}}$ is expressed through the results $V$ from ref. [114] as

$$
\begin{aligned}
& H_{\mathrm{vac}}^{(-2)}=\frac{1}{4 \epsilon^{2}} V^{(-2)} \\
& H_{\mathrm{vac}}^{(-1)}=\frac{1}{2 \epsilon}\left(V^{(-2)} \ln \bar{\mu}^{2}-V^{(-1)}\right),
\end{aligned}
$$

$$
\begin{equation*}
H_{\mathrm{vac}}^{(0)}=\left(\frac{\pi^{2}}{24}+\frac{1}{2} \ln ^{2} \bar{\mu}^{2}\right) V^{(-2)}-V^{(-1)} \ln \bar{\mu}^{2}+V^{(0)} . \tag{3.2.62}
\end{equation*}
$$

For the computation of the two-loop potential we also need a modified version of the $H$-function with one line weighted by a spatial momentum. It is defined as

$$
\begin{equation*}
H\left(\underline{m_{1}}, m_{2}, m_{3}\right)=\oint_{K, P} \frac{k^{2}}{\left(K^{2}+m_{1}^{2}\right)\left(P^{2}+m_{2}^{2}\right)\left[(K+P)^{2}+m_{3}^{2}\right]} \tag{3.2.63}
\end{equation*}
$$

The Matsubara sums can be carried out as in the $H$-function and similar to the function $D$, defined in A.1.9) in the Appendix, we use Lorentz symmetry to write the vacuum part as

$$
\begin{equation*}
H_{\mathrm{vac}}\left(\underline{m_{1}}, m_{2}, m_{3}\right)=\frac{D-1}{D}\left[-m_{1}^{2} H_{\mathrm{vac}}\left(m_{1}, m_{2}, m_{3}\right)+I_{\mathrm{vac}}\left(m_{2}\right) I_{\mathrm{vac}}\left(m_{3}\right)\right] \tag{3.2.64}
\end{equation*}
$$

where $I_{\mathrm{vac}}(m)=A(m)$ is given in eq. (3.2.34). This modified $H$-function is needed for contributions of an odd number of vectors in a sunset diagram. The reason this structure appears is that only the temporal components of the gauge fields have a thermal mass term and we have to use

$$
\begin{equation*}
\frac{K_{0} K_{0}}{K^{2}+\widetilde{m}^{2}}+\frac{K_{i} K_{i}}{K^{2}+m^{2}}=\frac{K^{2}}{K^{2}+\widetilde{m}^{2}}+\frac{k^{2}}{K^{2}+m^{2}}-\frac{k^{2}}{K^{2}+\widetilde{m}^{2}} . \tag{3.2.65}
\end{equation*}
$$

The following example, where $W$ stands for an $S U(2)$ gauge boson, shows how this is implemented in practice:

$$
\begin{align*}
& =\frac{3 g_{2}^{2}}{8} \oint_{K, P} \frac{(K-P)_{0}(P-K)_{0}}{\left(K^{2}+\widetilde{m}_{h}^{2}\right)\left(P^{2}+\widetilde{m}_{G}^{2}\right)\left[(K+P)^{2}+\widetilde{m}_{W}^{2}\right]}  \tag{3.2.66}\\
& +\frac{3 g_{2}^{2}}{8} \oint_{K, P} \frac{(K-P)_{i}(P-K)_{i}}{\left(K^{2}+\widetilde{m}_{h}^{2}\right)\left(P^{2}+\widetilde{m}_{G}^{2}\right)\left[(K+P)^{2}+m_{W}^{2}\right]} \\
& =-\frac{3 g_{2}^{2}}{8} \oint_{K, P} \frac{2 K^{2}+2 P^{2}-(K+P)^{2}}{\left(K^{2}+\widetilde{m}_{h}^{2}\right)\left(P^{2}+\widetilde{m}_{G}^{2}\right)\left[(K+P)^{2}+\widetilde{m}_{W}^{2}\right]} \\
& +\frac{3 g_{2}^{2}}{8} \oint_{K, P} \frac{2 k^{2}+2 p^{2}-(k+p)^{2}}{\left(K^{2}+\widetilde{m}_{h}^{2}\right)\left(P^{2}+\widetilde{m}_{G}^{2}\right)\left[(K+P)^{2}+\widetilde{m}_{W}^{2}\right]} \\
& -\frac{3 g_{2}^{2}}{8} \oint_{K, P} \frac{2 k^{2}+2 p^{2}-(k+p)^{2}}{\left(K^{2}+\widetilde{m}_{h}^{2}\right)\left(P^{2}+\widetilde{m}_{G}^{2}\right)\left[(K+P)^{2}+m_{W}^{2}\right]} \\
& =-\frac{3 g_{2}^{2}}{8}\left[2\left[I\left(\widetilde{m}_{h}\right)+I\left(\widetilde{m}_{G}\right)\right] I\left(\widetilde{m}_{W}\right)-I\left(\widetilde{m}_{h}\right) I\left(\widetilde{m}_{G}\right)\right. \\
& +\left(\widetilde{m}_{W}^{2}-2 \widetilde{m}_{h}^{2}-2 \widetilde{m}_{W}^{2}\right) H\left(\widetilde{m}_{h}, \widetilde{m}_{G}, \widetilde{m}_{W}\right) \\
& +2 H\left(\underline{\widetilde{m}_{h}}, \widetilde{m}_{G}, \widetilde{m}_{W}\right)+2 H\left(\widetilde{m}_{h}, \underline{\widetilde{m}_{G}}, \widetilde{m}_{W}\right)-H\left(\widetilde{m}_{h}, \widetilde{m}_{G}, \underline{\widetilde{m}_{W}}\right)
\end{align*}
$$

|  | $m_{H} / \mathrm{GeV}$ | $m_{A} / \mathrm{GeV}$ | $m_{H^{ \pm}} / \mathrm{GeV}$ | $\lambda_{L}\left(m_{Z}\right) / 2$ | $\lambda_{2}\left(m_{z}\right)$ |
| :--- | :---: | :---: | :---: | ---: | :---: |
| BM1 | 66 | 300 | 300 | $1.07 \times 10^{-2}$ | 0.01 |
| BM2 | 200 | 400 | 400 | $1.00 \times 10^{-2}$ | 0.01 |
| BM3 | 5 | 265 | 265 | $-0.60 \times 10^{-2}$ | 0.01 |

Table 3.2: The three benchmark points from ref. 102. The coupling $\lambda_{L}$ is chosen to be small to comply with dark matter relic abundance, whereas $\lambda_{2}$ is small because of dark matter self-interaction constraints.

$$
\begin{equation*}
\left.-2 H\left(\underline{\widetilde{m}_{h}}, \widetilde{m}_{G}, m_{W}\right)-2 H\left(\widetilde{m}_{h}, \underline{\widetilde{m}_{G}}, m_{W}\right)+H\left(\widetilde{m}_{h}, \widetilde{m}_{G}, \underline{m_{W}}\right)\right] \tag{3.2.67}
\end{equation*}
$$

### 3.3 Numerical Evaluation

We want to consider the three benchmark points that were introduced in ref. [102] for our numerical evaluation. For our purpose to compare the full two-loop result with the high-temperature expansion, these points are sufficient.

The input parameters for these three benchmark points are listed in table 3.2. All three points share some common features like the degeneracy of the two heavy scalars $A$ and $H^{ \pm}$and, although the mass of the lightest one varies significantly in the three cases, the splitting between the heavy masses and $m_{H}$ is large $\left(m_{A, H^{ \pm}}-m_{H} \gg m_{Z}\right)$. This implies that some of the new couplings are large. Moreover, the coupling $\lambda_{L}$ is chosen to be small to obey dark matter relic abundance limits 89].

Due to the fact that some of the couplings are large, the one-loop corrections to e.g. pole masses are also large and of order $\mathcal{O}(100 \%)$. Since we want to express the couplings in terms of physical pole masses (see Appendix C.2), we need to solve the corresponding system of equations iteratively in a selfconsistent way. The numerical values of the couplings are listed in table 3.3

Instead of using the expressions for the couplings in terms of the self-energies, we use a different procedure to determine the Higgs couplings $\mu_{1}^{2}$ and $\lambda_{1}$. This procedure uses the effective potential, and we call it the Coleman-Weinberg (CW) method (inspired by ref. [115]). The two conditions are

$$
\begin{equation*}
\frac{\partial V(\phi)}{\partial \phi}=0 \quad \text { and } \quad \frac{\partial^{2} V(\phi)}{\partial \phi^{2}}=m_{h}^{2} \tag{3.3.1}
\end{equation*}
$$

where the derivatives are evaluated at the minimum of the potential. We can now first solve these two equations keeping all the other couplings at their initial value and then using them as input values to solve the other equations. This leads to one more step in each iteration, however, it also allows us to include higher-order corrections by using the two-loop potential without having to calculate higher-order corrections to the self-energies. The results of this method are denoted by "2-loop" in table 3.3, where the quotation marks hint at an incomplete two-loop computation.

As can be seen from table 3.3, the reference scale is $\bar{\mu}=m_{Z}$ from where we run the couplings to the thermal scale using renormalization group equations.

|  | BM1 |  | BM2 |  | BM3 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1-loop | "2-loop" | 1-loop | "2-loop" | 1-loop | "2-loop" |
| $\mu_{1}^{2}\left(m_{Z}\right) / \mathrm{GeV}^{2}$ | -6669 | -6568 | -8463 | -8127 | -7392 | -7251 |
| $\mu_{2}^{2}\left(m_{Z}\right) / \mathrm{GeV}^{2}$ | 842 | 842 | 36620 | 36620 | -1243 | -1243 |
| $\lambda_{1}\left(m_{Z}\right)$ | 0.0670 | 0.0634 | 0.0671 | 0.0579 | 0.1021 | 0.0979 |
| $\lambda_{2}\left(m_{Z}\right)$ | 0.010 | 0.010 | 0.010 | 0.010 | 0.010 | 0.010 |
| $\lambda_{3}\left(m_{Z}\right)$ | 2.757 | 2.757 | 2.618 | 2.618 | 2.243 | 2.243 |
| $\lambda_{4}\left(m_{Z}\right)$ | -1.368 | -1.368 | -1.299 | -1.299 | -1.127 | -1.127 |
| $\lambda_{5}\left(m_{Z}\right)$ | -1.368 | -1.368 | -1.299 | -1.299 | -1.127 | -1.127 |
| $g_{2}^{2}\left(m_{Z}\right)$ | 0.425 | 0.425 | 0.425 | 0.425 | 0.425 | 0.425 |
| $g_{3}^{2}\left(m_{Z}\right)$ | 1.489 | 1.489 | 1.489 | 1.489 | 1.489 | 1.489 |
| $h_{t}^{2}\left(m_{Z}\right)$ | 0.971 | 0.971 | 0.973 | 0.973 | 0.969 | 0.969 |

Table 3.3: Values of the couplings at $\bar{\mu}=m_{Z}$. The "two-loop" column indicates that $\mu_{1}^{2}$ and $\lambda_{1}$ were obtained by the CW-method for the two-loop potential as described in the text.

As usual, the scale is chosen to cancel large logarithms which in our case originate from thermal fluctuations and give rise to terms $\sim \ln [\bar{\mu} /(\pi T)]$. Therefore, the thermal scale we choose is

$$
\begin{equation*}
\bar{\mu}=\alpha \pi T, \quad \alpha \in(0.5 \ldots 2.0) \tag{3.3.2}
\end{equation*}
$$

The variation of the scale, introduced through $\alpha$ allows us to estimate errors of our perturbative expansion. Furthermore, we settle for our considerations for the one-loop beta-functions derived from counterterms listed in Appendix C. 1 since we believe these uncertainties to be not so important for our qualitative statements.

Looking at table 3.3 we see that $\lambda_{1}$ is smaller than in the Standard Model, where $\lambda_{1}\left(m_{Z}\right) \sim 0.13$. The shape of the Higgs potential for values of $\phi$ larger than the vacuum expectation value (the part $\sim \phi^{4}$ in figure (1.2) is mostly given by the Higgs self-coupling. Therefore, a small quartic coupling, in addition to the new bosonic degrees of freedom, also favors a strong phase transition.

Even though different techniques in deriving the couplings, i.e. iterative solutions using one-loop self energies and a combination of the iterative procedure and CW method, lead to large variations of $\mathcal{O}(20 \%)$ for BM2, our conclusions concerning thermal effects remain the same.

Everything is now set for the numerical evaluation of the two-loop potential and its high-temperature expansion. Nevertheless, caution has to be taken when using the two-loop master integral functions. For one thing, the function $L$, appearing in the $H$-function A.2.25 and its modified version A.2.32 is singular in certain limits, e.g.

$$
\begin{equation*}
L\left(m^{2}, \epsilon^{2}, \epsilon^{2}\right)=-\frac{\pi^{2}}{6}-2 \ln ^{2} \frac{m}{\epsilon}, \quad \text { as } \quad \epsilon \rightarrow 0^{+} \tag{3.3.3}
\end{equation*}
$$

This limit is relevant for the computation of diagrams involving massless fermions. However, divergences from such terms are canceled from other infrared divergent terms.

Moreover, if the masses are not all of the same order, the finite part of the modified $H$-function has divergent terms as some masses tend to zero. In eq.


Figure 3.1: One- and two-loop effective potentials and their high-temperature expansions taken at their respective critical temperatures for the three benchmark points given in table 3.2
(A.2.32) the term multiplying $I_{T}^{(0)}\left(\underline{m_{2}}\right)$ has divergent terms $\sim 1 / m_{2}^{4}$ as $m_{2} \rightarrow 0$, however in the sum the limit is finite. The same is true for the term multiplying $I_{T}^{(0)}\left(m_{2}\right)$, with divergences $\sim 1 / m_{2}^{2}$. In these terms, there are also cusps at $m_{2}=m_{1}+m_{3}$ from the functions $B^{(0)}$. However, equal and opposite terms appear in the numerical integrations, i.e. the last four lines of eq. (A.2.32).

For the high-temperature expansions in eqs. A.2.33) - A.2.35 we want to note that the function $H^{(0)}\left(m_{1}, m_{2}, m_{3}\right)$ always appears in a difference, containing various masses. Therefore, the leading term $\sim T^{4}$ drops out completely. Moreover, at the next order $\left(\sim m^{2}\right)$ there are only the contributions from the Matsubara zero-modes kept, since the other contributions lead to $v$-independent terms $\sim g^{2}\left(\widetilde{m}_{W}^{2}-m_{W}^{2}\right) T^{2} \sim g^{4} T^{4}$ which do not effect the physical parameters shown in table 3.4 .

Considering all these issues, the effective potential can then be computed. Figure 3.1 shows both the one-loop and the two-loop full potential as well as the corresponding high-temperature expansion for the three benchmark points respectively. The critical temperatures $T_{c}$ differ between the effective potential approach and the high-temperature expansion, especially for the two-loop re-

| full effective potential |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $T_{c} / \mathrm{GeV}$ |  | $L / T_{c}^{4}$ |  | $v_{\text {phys }} / T_{c}$ |  | $v_{\text {min }} / T_{c}$ |  |
|  | 1-loop | 2-loop | 1-loop | 2-loop | 1-loop | 2-loop | 1-loop | 2-loop |
| BM1 | 139(14) | $155(21)$ | $0.44(1)$ | $0.34(1)$ | $1.14(12)$ | $0.98(4)$ | 1.15(12) | $0.98(3)$ |
| BM2 | $159(13)$ | $181(22)$ | $0.07(7)$ | $0.03(3)$ | $0.39(28)$ | $0.16(16)$ | $0.39(28)$ | $0.17(17)$ |
| BM3 | $138(8)$ | $167(19)$ | $0.35(3)$ | $0.20(1)$ | $0.96(10)$ | $0.84(6)$ | $0.98(10)$ | $0.81(2)$ |

high-temperature expansion

| $T_{c} / \mathrm{GeV}$ |  |  |  |  |  |  |  | $L / T_{c}^{4}$ |  | $v_{\text {phys }} / T_{c}$ |  | $v_{\text {min }} / T_{c}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1-loop | 2-loop | 1-loop | 2-loop | 1-loop | 2-loop | 1-loop | 2-loop |  |  |  |  |  |
| BM1 | 140(14) | $124(8)$ | $0.45(1)$ | $0.49(22)$ | $1.15(13)$ | $1.04(31)$ | $1.16(13)$ | $1.05(32)$ |  |  |  |  |  |
| BM2 | $159(14)$ | $140(9)$ | $0.08(8)$ | $0.16(8)$ | $0.42(30)$ | $0.60(19)$ | $0.42(30)$ | $0.60(19)$ |  |  |  |  |  |
| BM3 | $138(8)$ | $125(3)$ | $0.35(3)$ | $0.37(16)$ | $0.97(10)$ | $0.89(23)$ | $0.98(10)$ | $0.91(23)$ |  |  |  |  |  |

Table 3.4: Results from the full effective potential and the high-temperature expansion for the physical quantities $T_{c}, L$ and $v_{\text {phys }}$ as well as for $v_{\text {min }}$ for the benchmark points listed in table 3.2. Uncertainties are obtained by varying the thermal scale $\bar{\mu}=(0.5 \ldots 2.0) \pi T$.
sults, as can be read off from table 3.4 Therefore, the curves in the figures are plotted at their respective critical temperatures, which allows us to compare the strength of the phase transition.

Table 3.4 shows the physical parameters we want to study, i.e. the critical temperature $T_{c}$, the latent heat $L$ and the discontinuity of the Higgs condensate $v_{\text {phys }}$, defined by $v_{\text {phys }} / 2=Z_{\mu_{1}^{2}} \Delta\left\langle\phi^{\dagger} \phi\right\rangle$, where $Z_{\mu_{1}^{2}}$ is the renormalization factor related to the bare mass parameter $\mu_{1}^{2}$. The value of $v$ at which the potential reaches its minimum depends on our gauge choice. It is listed as $v_{\text {min }}$ in table 3.4 Taking the difference of $v_{\text {phys }}$ and $v_{\text {min }}$ allows us to estimate our error due to our choice of the Feynman $R_{\xi}$ gauge. It is in fact much smaller than the thermal uncertainties originating from the variation of the thermal scale.

Both figure 3.1 and table 3.4 show that the two-loop corrections are large. They do not, however, change the physical interpretation of these points. Even though the phase transition is weakened, at least for BM1 a first order transition remains viable. Although such a transition is strengthened in the hightemperature expansion of BM2, the large value of $\mu_{2}^{2}$ questions the reliability of this result. Therefore, besides BM2 the high-temperature expansions seems to work very well and leads to the same qualitative conclusions.

For one observable, i.e. the critical temperature $T_{c}$, the high-temperature expansion does not work well. This can be read off from the first two columns in table 3.4 where we see that $T_{c}$ slightly increases by adding the two-loop corrections to the full effective one-loop potential, whereas in the high-temperature expansion the two-loop contributions decrease $T_{c}$. But since we are dealing with some scalars that do have large masses this should not come as a surprise. They do contribute to large corrections to the effective Higgs mass parameter. However, their effect on the phase transition is marginal. This can be seen by comparing the rows of $v_{\text {phys }} / T_{c}$ in table 3.4 for the full effective potential and the high-temperature expansion for the benchmark point BM1 where a first order phase transition is feasible. This is also true for BM3 where $v_{\text {phys }} / T_{c}$ is only slightly below 1 .

The cosmological interpretation concerning a first order electroweak phase
transition is that such a transition remains a possibility. This is true at least for BM1 and could be true for a whole region of parameter space that is not yet excluded.

We want to emphasize that the effective potential as a tool to e.g. study the phase transition is only theoretically consistent at stable points. These points are the high-temperature symmetric phase as well as the low-temperature Higgs phase. Away from these local minima the potential is not gauge-independent and contains uncanceled divergences and furthermore, masses can become tachyonic. In our numerical evaluation we replace the masses squared by their absolute values while removing ultraviolet divergences proportional to thermal masses introduced by resummation (cf. discussion below (1.3.32)) by hand. However, this procedure leaves terms dependent on the renormalization scale $\bar{\mu}$.

### 3.4 Constraints

The parameters of every new model are to some extent constrained. Even in the most generic case one wants a model to satisfy some theoretical aspects and obviously it should agree with experimental data. If we want to perform a perturbative analysis, we better make sure we are in fact in a perturbative regime. Furthermore, to be able to describe nature and have a predictive model we impose the conditions of vacuum (meta-)stability and unitarity.

Electroweak precision tests, i.e. measuring the Peskin-Takeuchi parameters [116, 117, set bounds on Beyond the Standard Model models as do various experiments measuring the dark matter relic density for models with a dark matter candidate. Since most extensions of the Standard Model interact via the Higgs boson with the SM sector, Higgs physics like the di-photon decay $H \rightarrow \gamma \gamma$ constrains the parameter space.

Although many theoretical [118-122] and collider [124-139] constraints for the Inert Doublet Model have already and extensively been considered in the literature, we want to look at some of these more closely. Techniques for theoretical constraints, such as unitarity bounds, can be adapted to other extensions of the Standard Model.

### 3.4.1 Theoretical Constraints

Although we explicitly have large couplings in the IDM, we still want our theory to remain in the perturbative regime. Therefore, all couplings have to satisfy

$$
\begin{equation*}
\left|\lambda_{1,2,3,4,5}\right| \ll 4 \pi . \tag{3.4.1}
\end{equation*}
$$

The couplings can a priori be negative and indeed we choose $\lambda_{5}<0$. These constraints are easily satisfied by our benchmark points and even the large coupling $\lambda_{3} \sim 3$ is well inside the allowed region.

The world we want to describe lies at the electroweak broken minimum of the potential. To guarantee vacuum stability, we want to make sure that this minimum is a global one $3^{3}$ At tree-level this translates into the inequalities

$$
\begin{equation*}
\lambda_{1,2} \geq 0, \quad \lambda_{3, L, S} \geq-2 \sqrt{\lambda_{1} \lambda_{2}} . \tag{3.4.2}
\end{equation*}
$$

[^4]The first two constraints concerning $\lambda_{1}$ and $\lambda_{2}$ are obvious, the other ones are an implication of the reparametrization invariance of the scalar potential [140]. A short derivation is given below.

Calculating scattering amplitudes, in particular scalar-scalar, scalar-gauge boson and gauge boson-gauge boson scatterings [141, there arise constraints from the eigenvalues of the corresponding $S$-matrix [127:

$$
\begin{array}{r}
\left|\lambda_{3}+2 \lambda_{4} \pm 3 \lambda_{5}\right| \leq 8 \pi \\
\left|-\lambda_{1}-\lambda_{2} \pm \sqrt{\left(\lambda_{1}-\lambda_{2}\right)^{2}+\lambda_{4}^{2}}\right| \leq 8 \pi \\
\left|-3 \lambda_{1}-3 \lambda_{2} \pm \sqrt{9\left(\lambda_{1}-\lambda_{2}\right)^{2}+\left(2 \lambda_{3}+\lambda_{4}\right)^{2}}\right| \leq 8 \pi \\
\left|-\lambda_{1}-\lambda_{2} \pm \sqrt{\left(\lambda_{1}-\lambda_{2}\right)^{2}+\lambda_{5}^{2}}\right| \leq 8 \pi \tag{3.4.3}
\end{array}
$$

In the rest of this section we want to derive the constraints given in eqs. (3.4.2) and (3.4.3). We first note that the scalar potential of the Inert Doublet Model, given in eq. (3.1.2), has a freedom of reparametrization. Changing the coefficients $m_{i}^{2}$ and $\lambda_{i}$ into $m_{i}^{\prime 2}$ and $\lambda_{i}^{\prime}$ the potential can be brought back to its original form via a field transformation

$$
\begin{equation*}
\phi_{i} \rightarrow \phi_{i}^{\prime}=R \phi_{i}, \tag{3.4.4}
\end{equation*}
$$

where $R$ is an element of the general linear group $G L(2, \mathbb{C})$. For simplicity we choose here to write the two doublets as $\phi_{1}=\phi$ and $\phi_{2}=\chi$. The physics of the potentials $V$ and $V^{\prime}$ has to be the same. The common way to introduce this reparametrization freedom is to consider the two scalar doublets $\phi_{1}$ and $\phi_{2}$ as components of a hyperspinor $\Phi$ with the transformation $\Phi \rightarrow U \Phi, U \in U(2)$.

It is convenient to switch from the fundamental representations of $S U(2)$ to the adjoint [140]. Since $2 \otimes \overline{2}=1 \oplus 3$ we write

$$
\begin{align*}
& r_{0}=\Phi^{\dagger} \Phi=\phi_{1}^{\dagger} \phi_{1}+\phi_{2}^{\dagger} \phi_{2},  \tag{3.4.5}\\
& r_{i}=\Phi^{\dagger} \sigma_{i} \Phi=\left(\begin{array}{c}
\phi_{2}^{\dagger} \phi_{1}+\phi_{1}^{\dagger} \phi_{2} \\
-i\left(\phi_{1}^{\dagger} \phi_{2}-\phi_{2}^{\dagger} \phi_{1}\right) \\
\phi_{1}^{\dagger} \phi_{1}-\phi_{2}^{\dagger} \phi_{2}
\end{array}\right), \tag{3.4.6}
\end{align*}
$$

where $\sigma_{i}$ are the Pauli matrices, as the components of $r^{\mu}=\left(r_{0}, r_{i}\right)$. These quantities are gauge invariant and thus $r^{\mu}$ parametrize gauge orbits of the Higgs fields 142 .

The quartic part of the scalar potential of a general two Higgs doublet model contains all possible forth-order terms and is thus invariant not only under a $U(2)$ transformation but under $G L(2, \mathbb{C})$. However, multiplication by an arbitrary complex number does not change the potential since the couplings can be rescaled by the absolute value of that number and an overall phase leaves the potential invariant. Therefore, the interesting symmetries are in the subgroup $S L(2, \mathbb{C})$, which induces the proper Lorentz group $S O(1,3)$ on our adjoint representation.

The four-vector $r^{\mu}$ is an irreducible representation of $S O(1,3)$, thus there is a Minkowski space structure in the orbit space of the Higgs potential. The
potential takes the simple form

$$
\begin{equation*}
V_{0}=-M_{\mu} r^{\mu}+\frac{1}{2} \Lambda_{\mu \nu} r^{\mu} r^{\nu}, \tag{3.4.7}
\end{equation*}
$$

where $M_{\mu}$ is a mass four-vector, i.e. its entries are combinations of the masses of the two doublets. This vector, however, is not important here. The matrix $\Lambda$ is given by

$$
\Lambda^{\mu \nu}=\left(\begin{array}{cccc}
\lambda_{+}+\lambda_{3} & 0 & 0 & \lambda_{-}  \tag{3.4.8}\\
0 & \lambda_{4}+\lambda_{5} & 0 & 0 \\
0 & 0 & \lambda_{4}-\lambda_{5} & 0 \\
\lambda_{-} & 0 & 0 & \lambda_{+}-\lambda_{3}
\end{array}\right)
$$

with $\lambda_{ \pm}=\lambda_{1} \pm \lambda_{2}$. In order for the potential to be bounded from below, the matrix $\Lambda^{\mu \nu}$ must be positive-definite. This is true if (and only if) the following three properties are fulfilled (see Appendix A of ref. [140] for a proof of this equivalence):
(i) $\Lambda^{\mu \nu}$ has to be diagonalizable by an $S O(1,3)$ transformation,
(ii) the time-like eigenvalue $\Lambda^{0}$ has to be non-negative and
(iii) all space-like eigenvalues are smaller or equal to $\Lambda^{0}$.

With the metric $g_{\mu \nu}$ we construct the in general not symmetric mixed tensor

$$
\Lambda_{\nu}^{\mu}=g_{\nu \sigma} \Lambda^{\mu \sigma}=\left(\begin{array}{cccc}
\lambda_{+}+\lambda_{3} & 0 & 0 & \lambda_{-}  \tag{3.4.9}\\
0 & -\left(\lambda_{4}+\lambda_{5}\right) & 0 & 0 \\
0 & 0 & \lambda_{5}-\lambda_{4} & 0 \\
-\lambda_{-} & 0 & 0 & -\left(\lambda_{+}-\lambda_{3}\right)
\end{array}\right)
$$

Diagonalizing this matrix as $\Lambda_{\nu}^{\mu}=\left(T \Lambda T^{-1}\right)_{\nu}^{\mu}$ we get

$$
\Lambda=\left(\begin{array}{cccc}
\lambda_{3}+2 \sqrt{\lambda_{1} \lambda_{2}} & 0 & 0 & 0  \tag{3.4.10}\\
0 & -\lambda_{4}-\lambda_{5} & 0 & 0 \\
0 & 0 & \lambda_{5}-\lambda_{4} & 0 \\
0 & 0 & 0 & \lambda_{3}-2 \sqrt{\lambda_{1} \lambda_{2}}
\end{array}\right)
$$

According to property (ii), the time-like eigenvalue $\Lambda^{0}=\lambda_{3}+2 \sqrt{\lambda_{1} \lambda_{2}}$ has to be non-negative. This leads to the constraint

$$
\begin{equation*}
\lambda_{3} \geq-2 \sqrt{\lambda_{1} \lambda_{2}} \tag{3.4.11}
\end{equation*}
$$

whereas property (iii) leads to

$$
\begin{align*}
& \lambda_{L}=\lambda_{3}+\lambda_{4}+\lambda_{5} \geq-2 \sqrt{\lambda_{1} \lambda_{2}}, \\
& \lambda_{S}=\lambda_{3}+\lambda_{4}-\lambda_{5} \geq-2 \sqrt{\lambda_{1} \lambda_{2}} . \tag{3.4.12}
\end{align*}
$$

Thus there are three additional constraints from imposing vacuum stability, summarized in eq. (3.4.2).

We now turn to the issue of unitarity. We start with the partial wave decomposition of the amplitude $\mathcal{M}$ of the scattering $S_{1} S_{2} \rightarrow S_{3} S_{4}$, which is 143

$$
\begin{equation*}
\mathcal{M}(s, t, u)=16 \pi \sum_{\ell=0}^{\infty}(2 \ell+1) P_{\ell}(\cos \theta) a_{\ell}(s) \tag{3.4.13}
\end{equation*}
$$

where $s, t, u$ are the Mandelstam variables and $P_{\ell}$ are the Legendre polynomials. These polynomials are orthogonal and thus the total cross section $\sigma$ becomes

$$
\begin{equation*}
\sigma=\frac{16 \pi}{s} \sum_{\ell=0}^{\infty}\left|a_{\ell}\right|^{2} \tag{3.4.14}
\end{equation*}
$$

Using the optical theorem we can derive the unitarity constraint

$$
\begin{equation*}
\left|a_{\ell}\right|^{2}=\left(\operatorname{Re} a_{\ell}\right)^{2}+\left(\operatorname{Im} a_{\ell}\right)^{2}=\operatorname{Im} a_{\ell}, \quad \forall \ell, \tag{3.4.15}
\end{equation*}
$$

which describes a circle in the complex plane with the center for the extreme value $\left|a_{\ell}\right|=1$ lying at $i / 2$ and with radius $1 / 2$. Thus

$$
\begin{equation*}
\left|\operatorname{Re} a_{\ell}\right| \leq \frac{1}{2}, \quad \forall \ell \tag{3.4.16}
\end{equation*}
$$

Inverting the decomposition in eq. (3.4.13), the partial wave $a_{\ell}(s)$ can be expressed as

$$
\begin{equation*}
a_{\ell}(s)=\frac{1}{32 \pi} \int_{-1}^{1} d \cos \theta P_{\ell}(\cos \theta) \mathcal{M}(s, t, u) \tag{3.4.17}
\end{equation*}
$$

We now consider the $J=\ell=0$ s-wave $a_{0}(s)$ for vanishing external masses which corresponds to the high energy limit $s \gg m$. The Legendre polynomial is $P_{0}(x)=1$ and the Mandelstam variables $t$ and $u$ are rewritten as

$$
\begin{equation*}
t=-\frac{s}{2}(1-\cos \theta), \quad u=-\frac{s}{2}(1+\cos \theta) . \tag{3.4.18}
\end{equation*}
$$

This leads to

$$
\begin{equation*}
a_{0}(s)=\frac{1}{16 \pi}\left\{Q+\left[\frac{T_{h}^{12} T_{h}^{34}}{s-m_{h}^{2}}-\frac{1}{s}\left(c_{t} T_{h}^{13} T_{h}^{24}+c_{u} T_{h}^{14} T_{h}^{23}\right) \ln \left(1+\frac{s}{m_{h}^{2}}\right)\right]\right\} \tag{3.4.19}
\end{equation*}
$$

where $Q$ is the four point vertex and $T_{h}^{i j}$ are the trilinear vertices $h S_{i} S_{j}$. We have introduced $c_{t}$ and $c_{u}$ which take values 1 or 0 depending on whether or not $t$ - and $u$-channels are open in the considered process. In high energy collisions the contributions of the trilinear couplings are suppressed and the quartic interaction dominates. Eq. (3.4.16) then takes the form $\left|Q\left(S_{1}, S_{2}, S_{3}, S_{4}\right)\right| \leq 8 \pi$.

Going back to our two Higgs doublet model and again denoting $\phi_{1}=\phi$ and $\phi_{2}=\chi$ we rewrite the products $\left(\phi_{a}^{\dagger} \phi_{b}\right)\left(\phi_{c}^{\dagger} \phi_{d}\right)=\left(\phi_{a \alpha}^{*} \phi_{b \alpha}\right)\left(\phi_{c \beta}^{*} \phi_{d \beta}\right)$ by introducing the decomposition 144

$$
\begin{equation*}
\left(\phi_{a \alpha}^{*} \phi_{b \alpha}\right)\left(\phi_{c \beta}^{*} \phi_{d \beta}\right)=\frac{1}{2}\left[\left(\phi_{a \alpha}^{*} \phi_{d \alpha}\right)\left(\phi_{c \beta}^{*} \phi_{b \beta}\right)+\sum_{r}\left(\phi_{a \alpha}^{*} \sigma_{\alpha \beta}^{r} \phi_{d \beta}\right)\left(\phi_{c \gamma}^{*} \sigma_{\gamma \delta}^{r} \phi_{b \delta}\right)\right] \tag{3.4.20}
\end{equation*}
$$

where $\sigma^{i}$ are the Pauli matrices. This decomposition can easily be derived by an explicit calculation

$$
\begin{aligned}
& \left(\phi_{a \alpha}^{*} \phi_{d \alpha}\right)\left(\phi_{c \beta}^{*} \phi_{b \beta}\right)+\sum_{r}\left(\phi_{a \alpha}^{*} \sigma_{\alpha \beta}^{r} \phi_{d \beta}\right)\left(\phi_{c \gamma}^{*} \sigma_{\gamma \delta}^{r} \phi_{b \delta}\right)= \\
& \quad=\phi_{a 1}^{*} \phi_{d 1} \phi_{c 1}^{*} \phi_{b 1}+\phi_{a 1}^{*} \phi_{d 1} \phi_{c 2}^{*} \phi_{b 2}+\phi_{a 2}^{*} \phi_{d 2} \phi_{c 1}^{*} \phi_{b 1}+\phi_{a 2}^{*} \phi_{d 2} \phi_{c 2}^{*} \phi_{b 2} \\
& \quad+\phi_{a 1}^{*} \phi_{d 2} \phi_{c 1}^{*} \phi_{b 2}+\phi_{a 1}^{*} \phi_{d 2} \phi_{c 2}^{*} \phi_{b 1}+\phi_{a 2}^{*} \phi_{d 1} \phi_{c 1}^{*} \phi_{b 2}+\phi_{a 2}^{*} \phi_{d 1} \phi_{c 2}^{*} \phi_{b 1}
\end{aligned}
$$

$$
\begin{align*}
& -\phi_{a 2}^{*} \phi_{d 1} \phi_{c 2}^{*} \phi_{b 1}+\phi_{a 2}^{*} \phi_{d 1} \phi_{c 1}^{*} \phi_{b 2}+\phi_{a 1}^{*} \phi_{d 2} \phi_{c 2}^{*} \phi_{b 1}-\phi_{a 1}^{*} \phi_{d 2} \phi_{c 1}^{*} \phi_{b 2} \\
& +\phi_{a 1}^{*} \phi_{d 1} \phi_{c 1}^{*} \phi_{b 1}-\phi_{a 1}^{*} \phi_{d 1} \phi_{c 2}^{*} \phi_{b 2}-\phi_{a 2}^{*} \phi_{d 2} \phi_{c 1}^{*} \phi_{b 1}+\phi_{a 2}^{*} \phi_{d 2} \phi_{c 2}^{*} \phi_{b 2} \\
= & 2\left[\phi_{a 1}^{*} \phi_{d 1} \phi_{c 1}^{*} \phi_{b 1}+\phi_{a 1}^{*} \phi_{d 2} \phi_{c 2}^{*} \phi_{b 1}+\phi_{a 2}^{*} \phi_{d 1} \phi_{c 1}^{*} \phi_{b 2}+\phi_{a 2}^{*} \phi_{d 2} \phi_{c 2}^{*} \phi_{b 2}\right] \\
= & 2\left(\phi_{a \alpha}^{*} \phi_{b \alpha}\right)\left(\phi_{c \beta}^{*} \phi_{d \beta}\right) . \tag{3.4.21}
\end{align*}
$$

The weak hypercharge is the generator of the $U(1)$ subgroup of the electroweak gauge group $S U(2) \times U(1)$ [145]. The weak hypercharge of the scalar fields are both $Y=+1$ such that in a scalar-scalar scattering the three states $\underset{\sim}{Y}=\{0,2,-2\}$ are possible. For states with hypercharge $Y=2$ we introduce $\tilde{\phi}_{a}=\left(i \sigma_{2} \phi_{a}\right)^{T}$ where the isoscalar $\tilde{\phi}_{a} \phi_{b}=-\tilde{\phi}_{b} \phi_{a}$ is antisymmetric under $a \leftrightarrow b$. The decomposition is then

$$
\begin{equation*}
\left(\phi_{a \alpha}^{*} \phi_{b \alpha}\right)\left(\phi_{c \beta}^{*} \phi_{d \beta}\right)=\frac{1}{2}\left[\left(\phi_{a \alpha}^{*} \tilde{\phi}_{c \alpha}^{*}\right)\left(\tilde{\phi}_{d \beta} \phi_{b \beta}\right)+\sum_{r}\left(\phi_{a \alpha}^{*} \sigma_{\alpha \beta}^{r} \tilde{\phi}_{c \beta}^{*}\right)\left(\tilde{\phi}_{d \gamma} \sigma_{\gamma \delta}^{r} \phi_{b \delta}\right)\right] . \tag{3.4.22}
\end{equation*}
$$

From the potential

$$
\begin{align*}
V_{0}= & \lambda_{1}\left(\phi_{1}^{\dagger} \phi_{1}\right)^{2}+\lambda_{2}\left(\phi_{2}^{\dagger} \phi_{2}\right)^{2}+\lambda_{3}\left(\phi_{1}^{\dagger} \phi_{1}\right)\left(\phi_{2}^{\dagger} \phi_{2}\right) \\
& +\lambda_{4}\left(\phi_{1}^{\dagger} \phi_{2}\right)\left(\phi_{2}^{\dagger} \phi_{1}\right)+\frac{\lambda_{5}}{2}\left[\left(\phi_{1}^{\dagger} \phi_{2}\right)^{2}+\left(\phi_{2}^{\dagger} \phi_{1}\right)^{2}\right] \tag{3.4.23}
\end{align*}
$$

and the decompositions (3.4.20) and (3.4.22) we get the following contributions for the hypercharge $Y$ :

- $Y=0$

$$
\begin{align*}
& \lambda_{1}:\left(\phi_{1}^{\dagger} \phi_{1}\right)\left(\phi_{1}^{\dagger} \phi_{1}\right)=\frac{1}{2}\left[\left(\phi_{1}^{\dagger} \phi_{1}\right)\left(\phi_{1}^{\dagger} \phi_{1}\right)+\sum_{r}\left(\phi_{1}^{\dagger} \sigma^{r} \phi_{1}\right)\left(\phi_{1}^{\dagger} \sigma^{r} \phi_{1}\right)\right] \\
& \lambda_{2}:\left(\phi_{2}^{\dagger} \phi_{2}\right)\left(\phi_{2}^{\dagger} \phi_{2}\right)=\frac{1}{2}\left[\left(\phi_{2}^{\dagger} \phi_{2}\right)\left(\phi_{2}^{\dagger} \phi_{2}\right)+\sum_{r}\left(\phi_{2}^{\dagger} \sigma^{r} \phi_{2}\right)\left(\phi_{2}^{\dagger} \sigma^{r} \phi_{2}\right)\right] \\
& \lambda_{3}:\left(\phi_{1}^{\dagger} \phi_{1}\right)\left(\phi_{2}^{\dagger} \phi_{2}\right)=\frac{1}{2}\left[\left(\phi_{1}^{\dagger} \phi_{2}\right)\left(\phi_{2}^{\dagger} \phi_{1}\right)+\sum_{r}\left(\phi_{1}^{\dagger} \sigma^{r} \phi_{2}\right)\left(\phi_{2}^{\dagger} \sigma^{r} \phi_{1}\right)\right] \\
& \lambda_{4}:\left(\phi_{1}^{\dagger} \phi_{2}\right)\left(\phi_{2}^{\dagger} \phi_{1}\right)=\frac{1}{2}\left[\left(\phi_{1}^{\dagger} \phi_{1}\right)\left(\phi_{2}^{\dagger} \phi_{2}\right)+\sum_{r}\left(\phi_{1}^{\dagger} \sigma^{r} \phi_{1}\right)\left(\phi_{2}^{\dagger} \sigma^{r} \phi_{2}\right)\right] \\
& \lambda_{5}: \quad\left(\phi_{1}^{\dagger} \phi_{2}\right)\left(\phi_{1}^{\dagger} \phi_{2}\right)=\frac{1}{2}\left[\left(\phi_{1}^{\dagger} \phi_{2}\right)\left(\phi_{1}^{\dagger} \phi_{2}\right)+\sum_{r}\left(\phi_{1}^{\dagger} \sigma^{r} \phi_{2}\right)\left(\phi_{1}^{\dagger} \sigma^{r} \phi_{2}\right)\right] \\
& \quad\left(\phi_{2}^{\dagger} \phi_{1}\right)\left(\phi_{2}^{\dagger} \phi_{1}\right)=  \tag{3.4.24}\\
& =\frac{1}{2}\left[\left(\phi_{2}^{\dagger} \phi_{1}\right)\left(\phi_{2}^{\dagger} \phi_{1}\right)+\sum_{r}\left(\phi_{2}^{\dagger} \sigma^{r} \phi_{1}\right)\left(\phi_{2}^{\dagger} \sigma^{r} \phi_{1}\right)\right]
\end{align*}
$$

- $Y=2$

$$
\begin{aligned}
& \lambda_{1}:\left(\phi_{1}^{\dagger} \phi_{1}\right)\left(\phi_{1}^{\dagger} \phi_{1}\right)=\frac{1}{2}\left[\left(\phi_{1}^{\dagger} \tilde{\phi}_{1}^{\dagger}\right)\left(\tilde{\phi}_{1} \phi_{1}\right)+\sum_{r}\left(\phi_{1}^{\dagger} \sigma^{r} \tilde{\phi}_{1}^{\dagger}\right)\left(\tilde{\phi}_{1} \sigma^{r} \phi_{1}\right)\right] \\
& \lambda_{2}:\left(\phi_{2}^{\dagger} \phi_{2}\right)\left(\phi_{2}^{\dagger} \phi_{2}\right)=\frac{1}{2}\left[\left(\phi_{2}^{\dagger} \tilde{\phi}_{2}^{\dagger}\right)\left(\tilde{\phi}_{2} \phi_{2}\right)+\sum_{r}\left(\phi_{2}^{\dagger} \sigma^{r} \tilde{\phi}_{2}^{\dagger}\right)\left(\tilde{\phi}_{2} \sigma^{r} \phi_{2}\right)\right] \\
& \lambda_{3}:\left(\phi_{1}^{\dagger} \phi_{1}\right)\left(\phi_{2}^{\dagger} \phi_{2}\right)=\frac{1}{2}\left[\left(\phi_{1}^{\dagger} \tilde{\phi}_{2}^{\dagger}\right)\left(\tilde{\phi}_{2} \phi_{1}\right)+\sum_{r}\left(\phi_{1}^{\dagger} \sigma^{r} \tilde{\phi}_{2}^{\dagger}\right)\left(\tilde{\phi}_{2} \sigma^{r} \phi_{1}\right)\right]
\end{aligned}
$$

|  | $\mathbb{Z}_{2}$-even | $\mathbb{Z}_{2}$-odd |
| :---: | :---: | :---: |
| $Y=0, \sigma=0$ | $\frac{1}{\sqrt{2}}\left(\phi_{1}^{\dagger} \phi_{1}\right), \frac{1}{\sqrt{2}}\left(\phi_{2}^{\dagger} \phi_{2}\right)$ | $\frac{1}{\sqrt{2}}\left(\phi_{1}^{\dagger} \phi_{2}\right), \frac{1}{\sqrt{2}}\left(\phi_{2}^{\dagger} \phi_{1}\right)$ |
| $Y=0, \sigma=1$ | $\frac{1}{\sqrt{2}}\left(\phi_{1}^{\dagger} \sigma^{i} \phi_{1}\right), \frac{1}{\sqrt{2}}\left(\phi_{2}^{\dagger} \sigma^{i} \phi_{2}\right)$ | $\frac{1}{\sqrt{2}}\left(\phi_{1}^{\dagger} \sigma^{i} \phi_{2}\right), \frac{1}{\sqrt{2}}\left(\phi_{2}^{\dagger} \sigma^{i} \phi_{1}\right)$ |
| $Y=2, \sigma=0$ | - | $\frac{1}{\sqrt{2}}\left(\tilde{\phi}_{1} \phi_{2}\right)=-\frac{1}{\sqrt{2}}\left(\tilde{\phi}_{2} \phi_{1}\right)$ |
| $Y=2, \sigma=1$ | $\frac{1}{2}\left(\tilde{\phi}_{1} \sigma^{i} \phi_{1}\right), \frac{1}{2}\left(\tilde{\phi}_{2} \sigma^{i} \phi_{2}\right)$ | $\frac{1}{\sqrt{2}}\left(\tilde{\phi}_{1} \sigma^{i} \phi_{2}\right)=-\frac{1}{\sqrt{2}}\left(\tilde{\phi}_{2} \sigma^{i} \phi_{1}\right)$ |

Table 3.5: All possible states with weak hypercharge $Y$ and isospin $\sigma$.

$$
\begin{align*}
\lambda_{4}:\left(\phi_{1}^{\dagger} \phi_{2}\right)\left(\phi_{2}^{\dagger} \phi_{1}\right) & =\frac{1}{2}\left[\left(\phi_{1}^{\dagger} \tilde{\phi}_{2}^{\dagger}\right)\left(\tilde{\phi}_{1} \phi_{2}\right)+\sum_{r}\left(\phi_{1}^{\dagger} \sigma^{r} \tilde{\phi}_{2}^{\dagger}\right)\left(\tilde{\phi}_{1} \sigma^{r} \phi_{2}\right)\right] \\
\lambda_{5}:\left(\phi_{1}^{\dagger} \phi_{2}\right)\left(\phi_{1}^{\dagger} \phi_{2}\right) & =\frac{1}{2}\left[\left(\phi_{1}^{\dagger} \tilde{\phi}_{1}^{\dagger}\right)\left(\tilde{\phi}_{1} \phi_{1}\right)+\sum_{r}\left(\phi_{1}^{\dagger} \sigma^{r} \tilde{\phi}_{1}^{\dagger}\right)\left(\tilde{\phi}_{1} \sigma^{r} \phi_{1}\right)\right] \\
\left(\phi_{2}^{\dagger} \phi_{1}\right)\left(\phi_{2}^{\dagger} \phi_{1}\right) & =\frac{1}{2}\left[\left(\phi_{2}^{\dagger} \tilde{\phi}_{2}^{\dagger}\right)\left(\tilde{\phi}_{1} \phi_{1}\right)+\sum_{r}\left(\phi_{2}^{\dagger} \sigma^{r} \tilde{\phi}_{2}^{\dagger}\right)\left(\tilde{\phi}_{1} \sigma^{r} \phi_{1}\right)\right] \tag{3.4.25}
\end{align*}
$$

The weak isospin $T_{3}$ is a quantum number related to the weak interaction and obeys the relation $Q=T_{3}+Y / 2$, where $Q$ is the charge and $Y$ the weak hypercharge. Thus a state with two scalars can have either $\sigma=0$ or $\sigma=1$, where $\sigma$ is the absolute value of the isospin of the two-scalar state.

We can now construct the set of states with weak hypercharge $Y=\{0,2\}$ and isospin $\sigma=\{0,1\}$. They are summarized in table 3.5. The states with $Y=-2$ are obtained from the ones with $Y=2$ by charge conjugation.

Taking these states we can construct the $S$-matrices from the potential (3.1.2) with the decompositions (3.4.20) and (3.4.22). For given quantum numbers $Y$ and $\sigma$ they are

$$
\begin{align*}
& S_{Y=2, \sigma=1}=\frac{1}{8 \pi}\left(\begin{array}{ccc}
2 \lambda_{1} & \lambda_{5} & 0 \\
\lambda_{5} & 2 \lambda_{2} & 0 \\
0 & 0 & \lambda_{3}+\lambda_{4}
\end{array}\right),  \tag{3.4.26}\\
& S_{Y=2, \sigma=0}=\frac{1}{8 \pi}\left(\lambda_{3}-\lambda_{4}\right),  \tag{3.4.27}\\
& S_{Y=0, \sigma=1}=\frac{1}{8 \pi}\left(\begin{array}{cccc}
2 \lambda_{1} & \lambda_{4} & 0 & 0 \\
\lambda_{4} & 2 \lambda_{2} & 0 & 0 \\
0 & 0 & \lambda_{3} & \lambda_{5} \\
0 & 0 & \lambda_{5} & \lambda_{3}
\end{array}\right),  \tag{3.4.28}\\
& S_{Y=0, \sigma=0}=\frac{1}{8 \pi}\left(\begin{array}{cccc}
6 \lambda_{1} & 2 \lambda_{3}+\lambda_{4} & 0 & 0 \\
2 \lambda_{3}+\lambda_{4} & 6 \lambda_{2} & 0 & 0 \\
0 & 0 & \lambda_{3}+2 \lambda_{4} & 3 \lambda_{5} \\
0 & 0 & 3 \lambda_{5} & \lambda_{3}+2 \lambda_{4}
\end{array}\right) . \tag{3.4.29}
\end{align*}
$$

The matrices are block diagonal and the upper left corner corresponds to scattering of $\mathbb{Z}_{2}$-even states, the bottom right corner to $\mathbb{Z}_{2}$-odd states. In the $Y=0, \sigma=0$ matrix there is a factor of 3 which comes from the different possibilities of contracting the fields. For example the matrix element $S_{Y=0, \sigma=0}^{12}=\left(2 \lambda_{3}+\lambda_{4}\right) /(8 \pi)$ has contributions from $\lambda_{4}$ and $2 \cdot \lambda_{3} / 2$.

We impose unitarity on the scattering matrix which implies that the eigenvalues are $\pm 1$. However, since we only included the leading partial wave, i.e. the s-wave, in our derivation of the unitarity constraint (3.4.16), imposing unitarity on the matrices (3.4.26) - (3.4.29) translates into $S \leq \mathbb{I}$, which means that the eigenvalues $\Lambda$ of the matrices $\hat{S}=8 \pi S$ satisfy $|\Lambda| \leq 8 \pi$ [146]. The eigenvalues of the matrices $\hat{S}$ in eqs. (3.4.26) - (3.4.29) are

$$
\begin{align*}
\Lambda_{21 \pm}^{\text {even }} & =\lambda_{1}+\lambda_{2} \pm \sqrt{\left(\lambda_{1}-\lambda_{2}\right)^{2}+\lambda_{5}^{2}}, \\
\Lambda_{21}^{\text {odd }} & =\lambda_{3}+\lambda_{4}, \\
\Lambda_{20}^{\text {odd }} & =\lambda_{3}-\lambda_{4}, \\
\Lambda_{01 \pm}^{\text {even }} & =\lambda_{1}+\lambda_{2} \pm \sqrt{\left(\lambda_{1}-\lambda_{2}\right)^{2}+\lambda_{4}^{2}}, \\
\Lambda_{01 \pm}^{\text {odd }} & =\lambda_{3} \pm \lambda_{5}, \\
\Lambda_{00 \pm}^{\text {even }} & =3\left(\lambda_{1}+\lambda_{2}\right) \pm \sqrt{9\left(\lambda_{1}-\lambda_{2}\right)^{2}+\left(2 \lambda_{3}+\lambda_{4}\right)^{2}}, \\
\Lambda_{00 \pm}^{\text {odd }} & =\lambda_{3}+2 \lambda_{4} \pm 3 \lambda_{5} . \tag{3.4.30}
\end{align*}
$$

Since we have already imposed perturbativity, three of these inequalities are easily satisfied. The other relations are the given unitarity constraints in eq. (3.4.3).

### 3.4.2 Experimental Constraints

From LEP I data of the $Z$-boson decay [123], a decay $Z \rightarrow H A$ is in tension with measurements and thus for practical purposes we require that

$$
\begin{equation*}
m_{H}+m_{A}>m_{Z} \tag{3.4.31}
\end{equation*}
$$

LEP II results, interpreted in ref. [124, exclude models that satisfy simultaneously

$$
\begin{equation*}
m_{H}<80 \mathrm{GeV}, \quad m_{A}<100 \mathrm{GeV} \text { and } \Delta m_{A H}=m_{A}-m_{H}>8 \mathrm{GeV} \tag{3.4.32}
\end{equation*}
$$

This means that in a low dark matter mass region where $m_{H}<80 \mathrm{GeV}$, either the mass of the other neutral scalar is large $\left(m_{A}>100 \mathrm{GeV}\right)$ or the mass splitting is small $\left(\Delta m_{A H}<8 \mathrm{GeV}\right)$.

Constraints from electroweak precision measurements [78, 127] are imposed, using the Peskin-Takeuchi parameters $S$ and $T$. The additional contributions are given by

$$
\begin{equation*}
\Delta T=\frac{1}{32 \pi^{2} \alpha v^{2}}\left[F\left(m_{H^{ \pm}}^{2}, m_{A}^{2}\right)+F\left(m_{H^{ \pm}}^{2}, m_{H}^{2}\right)-F\left(m_{H}^{2}, m_{A}^{2}\right)\right], \tag{3.4.33}
\end{equation*}
$$

where

$$
\begin{equation*}
F\left(m_{1}^{2}, m_{2}^{2}\right)=\frac{m_{1}^{2}+m_{2}^{2}}{2}-\frac{m_{1}^{2} m_{2}^{2}}{m_{1}^{2}-m_{2}^{2}} \log \frac{m_{1}^{2}}{m_{2}^{2}} \tag{3.4.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta S=\frac{1}{6 \pi}\left[\frac{1}{2} \log \frac{m_{H}^{2}}{m_{H^{ \pm}}^{2}}-\frac{5}{12}+\frac{m_{H}^{2} m_{A}^{2}}{\left(m_{A}^{2}-m_{H}^{2}\right)^{2}}+\frac{m_{A}^{4}\left(m_{A}^{2}-3 m_{H}^{2}\right)}{2\left(m_{A}^{2}-m_{H}^{2}\right)^{3}} \log \frac{m_{A}^{2}}{m_{H}^{2}}\right] . \tag{3.4.35}
\end{equation*}
$$

Electroweak precision measurements set an upper bound on the oblique parameters [147]. $|\Delta T| \leq 0.2$ is easily realized if either $m_{H}$ or $m_{A}$ is approximately degenerate with $m_{H^{ \pm}}$. In the exact degenerate case, $\Delta T$ vanishes. However, the constraint is not very restrictive as long as the mass splittings do not become large. $|\Delta S| \leq 0.15$ does not much constrain our parameter space, since it is fulfilled for a wide range of masses and mass splittings. When the mass splittings are small, we can approximate

$$
\begin{equation*}
\frac{m_{1}^{2} m_{2}^{2}}{m_{1}^{2}-m_{2}^{2}} \log \frac{m_{1}^{2}}{m_{2}^{2}} \approx m_{1} m_{2} \tag{3.4.36}
\end{equation*}
$$

and write

$$
\begin{equation*}
\Delta T \approx \frac{1}{32 \pi^{2} \alpha v^{2}}\left(m_{H^{ \pm}}-m_{A}\right)\left(m_{H^{ \pm}}-m_{H}\right) . \tag{3.4.37}
\end{equation*}
$$

The particles of the inert scalar doublet could have interesting consequences in the Higgs di-photon decay $h \rightarrow \gamma \gamma$ [127, which does not occur at tree-level. In the Standard Model, this decay is dominantly mediated through a charged gauge boson and a top loop. This diagram is proportional to the mass of the particle in the loop and thus a heavy new charged scalar can give a significant contribution. If the decay channel $h \rightarrow H H$ is kinematically open, this decay has to be taken into account as well and thus we should not compare decay widths but rather branching ratios.

If BSM theories have a dark matter candidate they should be able to reproduce the correct DM relic abundance. If one assumes that there are further extensions of the model with new particles contributing to the dark matter content in the universe, the relic abundance does not necessarily have to be reproduced but rather acts as an upper bound.

The current value of the Cold Dark Matter (CDM) relic abundance by Planck [15] is $\Omega_{\mathrm{CDM}} h^{2}=0.1199 \pm 0.0022$, which leads to the $3 \sigma$ ( $99.7 \%$ confidence level) range of

$$
\begin{equation*}
0.1133<\Omega_{\mathrm{CDM}} h^{2}<0.1265 \text { or } \Omega_{\mathrm{CDM}} h^{2}<0.1265 \tag{3.4.38}
\end{equation*}
$$

The calculation of the relic abundance can be done using different codes from the literature with SARAH, SPheno and micrOMEGAs 148151 being the most commonly used. Nevertheless, we did not perform these calculations, relying rather on the benchmark points from ref. 102 where this has been done.

## Chapter 4

## Conclusions

To really understand the origin of the matter-antimatter asymmetry it is of course important to consider all of the three Sakharov conditions mentioned in the introduction. However, even the third one alone, non-equilibrium of the system, can have many different origins as the literature shows. The electroweak phase transition is but one possible mechanism and even so, the number of models to realize such a transition is huge. We constrained ourselves to one such model for the reasons stated in chapter 3 These are simplicity, falsifiability, and the combination of effects requiring a priori contradictory parameter ranges, i.e. small couplings for dark matter and large ones for a first order phase transition.

For one thing we have shown that the high-temperature expansion is still quite accurate for describing the strength of the electroweak phase transitions, even though some of the masses are large. The implication of these findings, that simple expressions from the high-temperature expansions can be used for calculations within the Inert Doublet Model and other simple extensions of the Standard Model simplifies numerical calculations significantly. This allows to scan parameter spaces more efficiently and especially facilitates dimensionally reduced lattice studies which are necessary for cases in which good precision is needed. Furthermore, it allows investigations of properties with inhomogeneous configurations like surface tension [152, 153], bubble nucleation rate [154] and sphaleron rate [57, 59, 60.

It should be noted that there is one observable for which the high-temperature expansion does not work well. As can be seen from table 3.4 in chapter 3 this is the critical temperature $T_{c}$. In the Inert Doublet Model the large masses of the inert scalars have little effect on the strength of the phase transition but they do contribute to the effective Higgs mass parameter by a large amount. However, in a dimensionally reduced computation, these effects can be implemented without having to make use of a high-temperature expansion [111. Therefore, good precision can be expected even for $T_{c}$.

We have also presented general expressions for master integral functions which allow the evaluation of the full two-loop effective thermal potential in a model independent way without having to resort to a high-temperature expansion or to the introduction of a mass scale hierarchy. Furthermore, we have shown that a first order phase transition is in fact possible, at least for two of the three benchmark points given.

Whether or not the Standard Model background really is important in the
evolution of the early universe, e.g. dark matter production or annihilation, is unknown. What we have shown, however, is that the electroweak crossover does experience unexpected behavior around a soft point at $T \sim 160 \mathrm{GeV}$.

As already mentioned, the electroweak phase transition only tackles one part of the full story of baryogenesis. We have neither discussed baryon number violation nor the breaking of C and CP symmetries. Many different theories and ideas are presented in the literature and all model builders and phenomenologists await eagerly the newest results from various experiments. Meanwhile, we are hoping that some evidence can and will be found, be it either in favor or against a certain model. While the hope for conclusive proof is dim or even absent, the possibility of exclusion, at least for models with a modest number of independent parameters, is there.

Experimentalists and engineers around the world are working on various experiments and instruments to gather new or better data. These projects are not only big and expensive but also very sophisticated and thus the timescales are rather large. For high energy particle collisions this means that for now we have to do with the 13 TeV Large Hadron Collider (LHC) at CERN. However, concerning the electroweak phase transition there is a new promising star on the horizon: gravitational waves.

### 4.1 Outlook

The hope for model builders and physicists in general is that new particles are found at the LHC or any other (future) collider. This would not only allow us to get rid of many models and constraining the remaining ones but we would also gain some direct insight into the regime of new physics beyond the Standard Model. Besides new interactions, scatterings and decay channels new degrees of freedom could also shed some light on a possible electroweak phase transition. But finding new particles is not the only way to learn more about the early universe.

The electroweak phase transition, or in the case of the Standard Model the crossover, occurred in the very early universe at $\sim 10^{-12}$ seconds after the big bang. Given that the oldest particles that we can actually see, the photons in the cosmic microwave background, were created $10^{5}$ years later, it is hard to imagine that we can observe what actually happened at the electroweak symmetry breaking scale. However, besides neutrinos there is one other source that does not require a transparent universe to make itself seen and that source is gravity. Propagating gravitational waves could have survived since the very beginning of the universe and their perturbation of e.g. the CMB could in principle be measured today.

Every source of energy that is in motion produces gravitational waves through a change in their quadrupole moment [155]. The problem with gravity, however, is that it is very weak. So to be able to detect these waves, their source must have released an enormous amount of energy through gravitational waves and their origin must thus be a very violent process. Fortunately, a cosmological first order phase transition is indeed extremely violent.

There are three main sources for the creation of gravitational waves in a first order phase transition. First of all there are the collisions of expanding bubbles during the transition [156, 157, as well as the sound waves generated afterward
[158, 159]. The collision of many bubbles also creates magneto-hydrodynamical turbulence in the plasma [160] which produce gravitational waves for many Hubble times after the transition.

To calculate the spectrum of gravitational waves produced by a first order phase transition, an important ingredient is the latent heat 161. The efficiency factor describing the conversion from the latent heat into bulk motion of the expanding and colliding bubbles of the broken symmetry phase also depends on the bubble-wall velocity. For the velocity $v_{w}$ of the expanding bubble-wall, the runaway scenario where there is no bound on the acceleration and thus $v_{w} \rightarrow c$ is mostly ruled out [162]. Therefore, assuming the non-runaway case where $v_{w}$ asymptotically approaches a constant value and using parameters of a first order transition as presented in this thesis, namely the latent heat, the gravitational wave spectrum can be calculated. However, another important parameter which in principle could be determined from the potential [37] but we did not calculate is the inverse time duration of the phase transition [161].

The frequency of cosmological gravitational waves lies in the range covered by LISA $\left(10^{-4}-10^{-1} \mathrm{~Hz}\right)[163$. The Laser Interferometer Space Antenna (LISA) is thus a promising experiment to probe the nature of the electroweak phase transition or of other phase transitions that took place in the early universe. For a full frequency classification of gravitational waves according to their detection method, see ref. [164.

While there exist many ground-based gravitational waves interferometers, e.g. LIGO, VIRGO, GEO, TAMA, we will only look briefly into one of them, namely LIGO for reasons explained below. However, there are also many spacebased interferometer experiments proposed [165] or even planned which are far more relevant for the topic of this thesis. We will introduce the most promising next gravitational wave experiment, LISA, which consist of three spacecrafts and we will also look even further into the future.

The Laser Interferometer Gravitational Wave Observatory (LIGO or since the upgrade in 2014/15 Advanced LIGO) is a Michelson interferometer type experiment [166, 167]. Its two identical facilities are located in the US at Hanford and Livingston. With its 4 km long arms the LIGO detectors are most sensitive around 100 Hz with its total range being $10-10^{3} \mathrm{~Hz}$. Events producing gravitational waves in this range are for example supernovae, neutron star inspirals and black hole mergers. LIGO is estimated to measure $\mathcal{O}(80)$ such events each year. However, it will not be able to measure gravitational waves from cosmological phase transitions. Nevertheless, LIGO deserves to be mentioned since it is responsible for the first direct measurements of gravitational waves ever [168-170].

The Laser Interferometer Space Antenna (LISA) is a collaboration of the European Space Agency (ESA) and the National Aeronautics and Space Administration (NASA). One of its main goals is to detect gravitational waves produced in the very early universe [171. However, such gravitational waves from nonequilibrium phenomena, including (p)reheating, cosmic defects, cosmic strings and global phase transitions, are not all detectable by LISA. The frequency peak of gravitational waves from preheating lies well out of range for LISA, whereas cosmic defects, depending on the scenario, produce gravitational waves in a wide range and should therefore be detectable. The gravitational wave background from the electroweak phase transition, however, lies precisely in the frequency window where LISAs precision is highest. The whole range where LISA is to
detect gravitational waves is $10^{-5}-0.1 \mathrm{~Hz}$. Not only the aforementioned primordial sources produce gravitational waves in this range. LISA is also expected to detect massive black hole binaries (MBHB) with $10^{4}-10^{7} M_{\odot}$, black hole mergers as detected by LIGO and extreme mass ratio inspirals (EMRI).

An interesting point in the setup is that other than in ground-based experiments, the LISA spacecrafts rather than the test masses have to be stabilized. The test masses are in free fall and thus on very well behaved trajectories while the spacecraft itself is moving around the masses.

The Big Bang Observer ( BBO ) is a space-based experiment in its planning phase 172. Its goal is to close the gap in the frequency spectrum between Advanced LIGO and LISA. In this range between $0.1-10 \mathrm{~Hz}$ lies the expected primordial gravitational wave background created during inflation. However, BBO will also be able to detect gravitational waves from supernovae and compact body inspirals like white dwarfs, neutron stars and stellar mass black holes.

The arms of BBO will be shorter than those of LISA, however, the laser is more powerful to improve on the signal to noise ratio. In a first stage, three spacecrafts will be placed in a triangular shape much like LISA. In the second stage nine additional spacecrafts will be placed in a second triangle and a star of David shaped constellation on different points spaced $120^{\circ}$ apart in solar orbit.

The departure from thermal equilibrium during a first order electroweak phase transition remains a viable possibility for the origin of the matter antimatter asymmetry of the universe. Future experiments at particle colliders and the ongoing search for gravitational waves will not only shed light on a possible phase transition at the electroweak scale but also provide us with new insights into the history and nature of our universe. Through these experiments and the theoretical studies of the gathered results, the scientific field of physics will keep up improving our understanding of nature and continue to fascinate us.

## Appendix A

## Master Integrals

In this Appendix we derive the one-loop zero temperature expressions for the calculation of the on-shell self-energies in Appendix C.2 Furthermore, we provide an overview of the one- and two-loop master integrals derived in chapter 3 as well as their high-temperature expansions.

Before we tackle the integrals needed there is a very general integral we want to compute, since we are going to use it on various occasions, namely

$$
\begin{equation*}
\Phi(m, d, A)=\int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1}{\left(k^{2}+m^{2}\right)^{A}} . \tag{A.0.1}
\end{equation*}
$$

Since the integrand only depends on the absolute value of $k$ all the angular integrations can be carried out. The momentum measure is then

$$
\begin{equation*}
d^{d} k=\frac{\pi^{\frac{d}{2}}}{\Gamma\left(\frac{d}{2}\right)} k^{d-2} d\left(k^{2}\right) \tag{A.0.2}
\end{equation*}
$$

where $\Gamma(s)$ is the Euler gamma function. Performing the two consecutive substitutions $k^{2} \rightarrow m^{2} t$ and $t \rightarrow 1 / s-1$ we get

$$
\begin{align*}
\Phi(m, d, A) & =\frac{m^{d-2 A}}{(4 \pi)^{\frac{d}{2}} \Gamma\left(\frac{d}{2}\right)} \int_{0}^{\infty} d t t^{\frac{d}{2}-1}(1+t)^{-A} \\
& =\frac{m^{d-2 A}}{(4 \pi)^{\frac{d}{2}} \Gamma\left(\frac{d}{2}\right)} \int_{0}^{1} d s s^{A-\frac{d}{2}-1}(1-s)^{\frac{d}{2}-1} . \tag{A.0.3}
\end{align*}
$$

This last integral corresponds to the Euler beta function $B(x, y)$ which can be expressed in terms of Euler gamma functions as

$$
\begin{equation*}
B(x, y)=\frac{\Gamma(x) \Gamma(y)}{\Gamma(x+y)} \tag{A.0.4}
\end{equation*}
$$

and we have thus arrived at the simple form

$$
\begin{equation*}
\Phi(d, m, A)=\int \frac{d^{d} k}{(2 \pi)^{d}} \frac{1}{\left(k^{2}+m^{2}\right)^{A}}=\frac{\left(m^{2}\right)^{\frac{d}{2}-A}}{(4 \pi)^{\frac{d}{2}}} \frac{\Gamma\left(A-\frac{d}{2}\right)}{\Gamma(A)} . \tag{A.0.5}
\end{equation*}
$$

We can now turn to the derivation of the vacuum integrals.

## A. 1 Vacuum Integrals $A(m), B\left(P ; m_{1}, m_{2}\right)$, $C\left(P ; m_{1}, m_{2}\right)$ and $D_{\mu \nu}\left(P ; m_{1}, m_{2}\right)$

The integral $A(m)$ is

$$
\begin{equation*}
A(m)=\int_{K} \frac{1}{K^{2}+m^{2}} . \tag{A.1.1}
\end{equation*}
$$

We can directly use (A.0.5) in $d=4-2 \epsilon$ dimensions to get

$$
\begin{equation*}
A(m)=\frac{m^{2}}{(4 \pi)^{2}}\left[-\frac{1}{\epsilon}-1+\ln \frac{m^{2}}{\bar{\mu}^{2}}\right]+\mathcal{O}(\epsilon) \tag{A.1.2}
\end{equation*}
$$

The integral $B\left(P ; m_{1}, m_{2}\right)$ is


In the first step we use Feynman parametrization and then we change the integration variable as usual, i.e. $K \rightarrow K-(1-x) P$. We can then apply A.0.5) to get

$$
\begin{align*}
\int_{K} & \frac{1}{\left(K^{2}+m_{1}^{2}\right)\left[(P+K)^{2}+m_{2}^{2}\right]} \\
& =\int_{0}^{1} d x \int_{K} \frac{1}{\left[K^{2}+x(1-x) P^{2}+(1-x) m_{1}^{2}+x m_{2}^{2}\right]^{2}} \\
& =\int_{0}^{1} \frac{d x}{(4 \pi)^{2}}\left[\frac{1}{\epsilon}-\ln \left(\frac{x(1-x) P^{2}+(1-x) m_{1}^{2}+x m_{2}^{2}}{\bar{\mu}^{2}}\right)+\mathcal{O}(\epsilon)\right] . \tag{A.1.4}
\end{align*}
$$

Since the diagram in eq. A.1.3) is symmetric under an exchange of $m_{1} \leftrightarrow m_{2}$ we exchange the masses in half of the expression in eq. A.1.4. We perform the integration over $x$ such that the symmetrized result then reads

$$
\begin{align*}
& B\left(P ; m_{1}, m_{2}\right)=\frac{1}{(4 \pi)^{2}}\left[\frac{1}{\epsilon}+2-\ln \frac{m_{1} m_{2}}{\bar{\mu}^{2}}+\frac{m_{1}^{2}-m_{2}^{2}}{P^{2}} \ln \frac{m_{1}}{m_{2}}\right. \\
& \left.-\frac{2 \sqrt{\left(m_{1}-m_{2}\right)^{2}+P^{2}} \sqrt{\left(m_{1}+m_{2}\right)^{2}+P^{2}}}{P^{2}} \operatorname{atanh} \frac{\sqrt{\left(m_{1}-m_{2}\right)^{2}+P^{2}}}{\sqrt{\left(m_{1}+m_{2}\right)^{2}+P^{2}}}\right] . \tag{A.1.5}
\end{align*}
$$

The remaining two integrals can be expressed in terms of the masters $A$ and $B$. We first consider the $C$ function where

$$
\begin{equation*}
P_{\mu} C\left(P ; m_{1}, m_{2}\right)=\int_{K} \frac{K_{\mu}}{\left(K^{2}+m_{1}^{2}\right)\left[(P+K)^{2}+m_{2}^{2}\right]} . \tag{A.1.6}
\end{equation*}
$$

We multiply this by $P^{\mu}$ and use the decomposition

$$
\begin{align*}
P^{\mu} K_{\mu} & =\frac{1}{2}\left[(P+K)^{2}-K^{2}-P^{2}\right] \\
& =\frac{1}{2}\left[(P+K)^{2}+m_{2}^{2}-\left(K^{2}+m_{1}^{2}\right)-P^{2}+m_{1}^{2}-m_{2}^{2}\right] . \tag{A.1.7}
\end{align*}
$$

We divide by $P^{2}$ and thus get

$$
\begin{equation*}
C\left(P ; m_{1}, m_{2}\right)=\frac{1}{2 P^{2}}\left[A\left(m_{1}\right)-A\left(m_{2}\right)-\left(P^{2}-m_{1}^{2}+m_{2}^{2}\right) B\left(P ; m_{1}, m_{2}\right)\right] \tag{A.1.8}
\end{equation*}
$$

The last function to compute here is

$$
\begin{equation*}
D_{\mu \nu}\left(P ; m_{1}, m_{2}\right)=\int_{K} \frac{K_{\mu} K_{\nu}}{\left(K^{2}+m_{1}^{2}\right)\left[(P+K)^{2}+m_{2}^{2}\right]} \tag{A.1.9}
\end{equation*}
$$

Lorentz invariance now implies that the resulting structure must be

$$
\begin{equation*}
D_{\mu \nu}\left(P ; m_{1}, m_{2}\right)=\delta_{\mu \nu} D_{0}\left(P ; m_{1}, m_{2}\right)+P_{\mu} P_{\nu} D_{1}\left(P ; m_{1}, m_{2}\right) \tag{A.1.10}
\end{equation*}
$$

Contracting this equation with the Euclidean metric $\delta_{\mu \nu}$ gives us one equation and multiplying it by $P_{\mu}$ a second one to build the system

$$
\begin{align*}
\delta_{\mu \nu} D_{\mu \nu}\left(P ; m_{1}, m_{2}\right) & =D D_{0}\left(P ; m_{1}, m_{2}\right)+P^{2} D_{1}\left(P ; m_{1}, m_{2}\right) \\
P_{\mu} D_{\mu \nu}\left(P ; m_{1}, m_{2}\right) & =P_{\nu}\left[D_{0}\left(P ; m_{1}, m_{2}\right)+P^{2} D_{1}\left(P ; m_{1}, m_{2}\right)\right] \tag{A.1.11}
\end{align*}
$$

The first equation is easily solved to

$$
\begin{align*}
\delta_{\mu \nu} D_{\mu \nu}\left(P ; m_{1}, m_{2}\right) & =\int_{K} \frac{K^{2}}{\left(K^{2}+m_{1}^{2}\right)\left[(P+K)^{2}+m_{2}^{2}\right]} \\
& =A\left(m_{2}\right)-m_{1}^{2} B\left(P ; m_{1}, m_{2}\right) . \tag{A.1.12}
\end{align*}
$$

For the second equation in the system in eq. A.1.11 we again use the decomposition in eq. A.1.7) to get

$$
\begin{align*}
& P_{\mu} D_{\mu \nu}\left(P ; m_{1}, m_{2}\right)=\int_{K} \frac{(P \cdot K) K_{\nu}}{\left(K^{2}+m_{1}^{2}\right)\left[(P+K)^{2}+m_{2}^{2}\right]} \\
& \quad=\frac{1}{2}\left[\int_{K} \frac{K_{\nu}}{K^{2}+m_{1}^{2}}-\int_{K} \frac{K_{\nu}}{(P+K)^{2}+m_{2}^{2}}-P_{\nu}\left(P^{2}-m_{1}^{2}+m_{2}^{2}\right) C\left(P ; m_{1}, m_{2}\right)\right] . \tag{A.1.13}
\end{align*}
$$

Changing integration variables from $K \rightarrow K-P$ in the second term and using that the first term, being odd, vanishes, we get

$$
\begin{equation*}
P_{\mu} D_{\mu \nu}\left(P ; m_{1}, m_{2}\right)=\frac{P_{\nu}}{2}\left[A\left(m_{2}\right)-\left(P^{2}-m_{1}^{2}+m_{2}^{2}\right) C\left(P ; m_{1}, m_{2}\right)\right] \tag{A.1.14}
\end{equation*}
$$

We can now solve the system in eq. (A.1.11) for $D_{0}$ and $D_{1}$ and finally get

$$
D_{\mu \nu}\left(P ; m_{1}, m_{2}\right)=\left(\frac{\delta_{\mu \nu}}{4(D-1) P^{2}}-\frac{D P_{\mu} P_{\nu}}{4(D-1) P^{4}}\right)\left\{\left(P^{2}-m_{1}^{2}+m_{2}^{2}\right) A\left(m_{1}\right)\right.
$$

$$
\begin{align*}
& +\left(P^{2}+m_{1}^{2}-m_{2}^{2}\right) A\left(m_{2}\right) \\
& \left.-\left[P^{4}+2 P^{2}\left(m_{1}^{2}+m_{2}^{2}\right)+\left(m_{1}^{2}-m_{2}^{2}\right)^{2}\right] B\left(P ; m_{1}, m_{2}\right)\right\} \\
+ & \frac{P_{\mu} P_{\nu}}{P^{2}}\left[A\left(m_{2}\right)-m_{1}^{2} B\left(P ; m_{1}, m_{2}\right)\right] . \tag{A.1.15}
\end{align*}
$$

For our calculation of the vector boson self-energy we only need the transverse part $D^{(T)}$ which is defined through $D_{\mu \nu}=D^{(T)} \delta_{\mu \nu}+\mathcal{O}\left(P_{\mu} P_{\nu}\right)$.

## A. 2 Overview and High-Temperature Expansions

In this summary, all the different terms in the $\epsilon$-expansion defined in eq. (3.2.2) of the functions computed in chapter 3 as well as their high-temperature limit are presented in a compact form.

The expressions for the $J$-function are

$$
\begin{align*}
J^{(-1)}(m) & =-\frac{m^{4}}{4(4 \pi)^{2}}  \tag{A.2.1}\\
J^{(0)}(m) & =-\frac{m^{4}}{4(4 \pi)^{2}}\left(\frac{3}{2}-\ln \frac{m^{2}}{\bar{\mu}^{2}}\right)-\frac{I_{T}^{(0)}(\underline{m})}{3}, \tag{A.2.2}
\end{align*}
$$

with the high-temperature expansion for bosonic particles with mass $m_{b}$ and fermionic particles with mass $m_{f}$

$$
\begin{align*}
& J^{(0)}\left(m_{b}\right)=-\frac{\pi^{2} T^{4}}{90}+\frac{m_{b}^{2} T^{2}}{24}-\frac{m_{b}^{3} T}{12 \pi}-\frac{m_{b}^{4}}{2(4 \pi)^{2}} \ln \left(\frac{\bar{\mu} e^{\gamma_{E}}}{4 \pi T}\right)+\mathcal{O}\left(\frac{m_{b}^{6}}{\pi^{4} T^{2}}\right),  \tag{A.2.3}\\
& J^{(0)}\left(m_{f}\right)=-\frac{7}{8} \frac{\pi^{2} T^{4}}{90}+\frac{m_{f}^{2} T^{2}}{48}-\frac{m_{f}^{4}}{2(4 \pi)^{2}} \ln \left(\frac{\bar{\mu} e^{\gamma_{E}}}{\pi T}\right)+\mathcal{O}\left(\frac{m_{f}^{6}}{\pi^{4} T^{2}}\right) \tag{A.2.4}
\end{align*}
$$

For the $I$-function we need one more term in the $\epsilon$-expansion

$$
\begin{align*}
I^{(-1)}(m) & =-\frac{m^{2}}{(4 \pi)^{2}},  \tag{A.2.5}\\
I^{(0)}(m) & =-\frac{m^{2}}{(4 \pi)^{2}}\left(1-\ln \frac{m^{2}}{\bar{\mu}^{2}}\right)+I_{T}^{(0)}(m),  \tag{A.2.6}\\
I_{T}^{(0)}(m) & =\int_{0}^{\infty} \frac{d p p^{2} n(\omega)}{2 \pi^{2} \omega},  \tag{A.2.7}\\
I^{(1)}(m) & =-\frac{m^{2}}{(4 \pi)^{2}}\left(\frac{1}{2} \ln ^{2} \frac{m^{2}}{\bar{\mu}^{2}}-\ln \frac{m^{2}}{\bar{\mu}^{2}}+1+\frac{\pi^{2}}{12}\right)+I_{T}^{(1)}(m),  \tag{A.2.8}\\
I_{T}^{(1)}(m) & =\int_{0}^{\infty} \frac{d p p^{2} n(\omega)}{2 \pi^{2} \omega}\left(\ln \frac{\bar{\mu}^{2}}{4 p^{2}}+2\right) . \tag{A.2.9}
\end{align*}
$$

The high-temperature contributions read

$$
\begin{equation*}
I^{(0)}\left(m_{b}\right)=\frac{T^{2}}{12}-\frac{m_{b} T}{4 \pi}-\frac{2 m_{b}^{2}}{(4 \pi)^{2}} \ln \left(\frac{\bar{\mu} e^{\gamma_{E}}}{4 \pi T}\right)+\mathcal{O}\left(\frac{m_{b}^{4}}{\pi^{4} T^{2}}\right), \tag{A.2.10}
\end{equation*}
$$

$$
\begin{align*}
I^{(1)}\left(m_{b}\right)= & \frac{T^{2}}{6}\left[\ln \left(\frac{\bar{\mu} e^{\gamma_{E}}}{2 T}\right)-\frac{\zeta^{\prime}(2)}{\zeta(2)}\right]-\frac{m_{b} T}{2 \pi}\left[1-\ln \frac{2 m_{b}}{\bar{\mu}}\right] \\
& -\frac{2 m_{b}^{2}}{(4 \pi)^{2}}\left[\ln ^{2}\left(\frac{\bar{\mu} e^{\gamma_{E}}}{4 \pi T}\right)-\gamma_{E}^{2}-2 \gamma_{1}+\frac{\pi^{2}}{8}\right]+\mathcal{O}\left(\frac{m_{b}^{4}}{\pi^{4} T^{2}}\right), \quad \text { (A.2. }  \tag{A.2.11}\\
I^{(0)}\left(m_{f}\right)= & -\frac{T^{2}}{24}-\frac{2 m_{f}^{2}}{(4 \pi)^{2}} \ln \left(\frac{\bar{\mu} e^{\gamma_{E}}}{\pi T}\right)+\mathcal{O}\left(\frac{m_{f}^{4}}{\pi^{4} T^{2}}\right),  \tag{A.2.12}\\
I^{(1)}\left(m_{f}\right)= & -\frac{T^{2}}{12}\left[\ln \left(\frac{\bar{\mu} e^{\gamma_{E}}}{4 T}\right)-\frac{\zeta^{\prime}(2)}{\zeta(2)}\right] \\
& -\frac{2 m_{f}^{2}}{(4 \pi)^{2}}\left[\ln ^{2}\left(\frac{\bar{\mu} e^{\gamma_{E}}}{\pi T}\right)-\gamma_{E}^{2}-2 \ln ^{2} 2-2 \gamma_{1}+\frac{\pi^{2}}{8}\right]+\mathcal{O}\left(\frac{m_{f}^{4}}{\pi^{4} T^{2}}\right), \tag{A.2.13}
\end{align*}
$$

where $\gamma_{1}$ is the Stieltjes constant defined by the expansion of the $\zeta$-function $\zeta(s)=1 /(s-1)+\sum_{n=0}^{\infty} \gamma_{n}(-1)^{n}(s-1)^{n} / n$ !. The contributions to the modified $I$-function appearing in the two-loop potential are

$$
\begin{align*}
I^{(-1)}(\underline{m}) & =\frac{3 m^{4}}{4(4 \pi)^{2}},  \tag{A.2.14}\\
I^{(0)}(\underline{m}) & =\frac{m^{4}}{(4 \pi)^{2}}\left(\frac{5}{8}-\frac{3}{4} \ln \frac{m^{2}}{\bar{\mu}^{2}}\right)+I_{T}^{(0)}(\underline{m}),  \tag{A.2.15}\\
I_{T}^{(0)}(\underline{m}) & =\int_{0}^{\infty} \frac{d p p^{4} n(\omega)}{2 \pi^{2} \omega},  \tag{A.2.16}\\
I^{(1)}(\underline{m}) & =\frac{m^{4}}{(4 \pi)^{2}}\left(\frac{3}{8} \ln ^{2} \frac{m^{2}}{\bar{\mu}^{2}}+\frac{5}{8} \ln \frac{m^{2}}{\bar{\mu}^{2}}+\frac{9}{16}+\frac{\pi^{2}}{16}\right)+I_{T}^{(1)}(\underline{m}),  \tag{A.2.17}\\
I_{T}^{(1)}(\underline{m}) & =\int_{0}^{\infty} \frac{d p p^{4} n(\omega)}{2 \pi^{2} \omega}\left(\ln \frac{\bar{\mu}^{2}}{4 p^{2}}+2\right) . \tag{A.2.18}
\end{align*}
$$

The high-temperature expansion thereof is

$$
\begin{align*}
I^{(0)}\left(\underline{m_{b}}\right)= & \frac{\pi^{2} T^{4}}{30}-\frac{m_{b}^{2} T^{2}}{8}+\mathcal{O}\left(\frac{m_{b}^{3} T}{\pi}\right)  \tag{A.2.19}\\
I^{(1)}\left(\underline{m_{b}}\right)= & \frac{\pi^{2} T^{4}}{15}\left[\ln \left(\frac{\bar{\mu} e^{\gamma_{E}}}{2 T}\right)-\frac{\zeta^{\prime}(4)}{\zeta(4)}-\frac{5}{6}\right] \\
& -\frac{m_{b}^{2} T^{2}}{4}\left[\ln \left(\frac{\bar{\mu} e^{\gamma_{E}}}{2 T}\right)-\frac{\zeta^{\prime}(2)}{\zeta(2)}-\frac{1}{3}\right]+\mathcal{O}\left(\frac{m_{b}^{3} T}{\pi}\right),  \tag{A.2.20}\\
I^{(0)}\left(\underline{m_{f}}\right)= & -\frac{7}{8} \frac{\pi^{2} T^{4}}{30}+\frac{m_{f}^{2} T^{2}}{16}+\mathcal{O}\left(\frac{m_{f}^{4}}{\pi^{4} T^{2}}\right),  \tag{A.2.21}\\
I^{(1)}\left(\underline{m_{f}}\right)= & -\frac{7 \pi^{2} T^{4}}{120}\left[\ln \left(\frac{\bar{\mu} e^{\gamma_{E}}}{2 T}\right)-\frac{\zeta^{\prime}(4)}{\zeta(4)}-\frac{\ln 2}{7}-\frac{5}{6}\right] \\
& -\frac{m_{f}^{2} T^{2}}{8}\left[\ln \left(\frac{\bar{\mu} e^{\gamma_{E}}}{4 T}\right)-\frac{\zeta^{\prime}(2)}{\zeta(2)}-\frac{1}{3}\right]+\mathcal{O}\left(\frac{m_{f}^{4}}{\pi^{2}}\right) . \tag{A.2.22}
\end{align*}
$$

The expressions for the sunset $H$-function are

$$
\begin{equation*}
H^{(-2)}\left(m_{1}, m_{2}, m_{3}\right)=\frac{m_{1}^{2}+m_{2}^{2}+m_{3}^{2}}{2(4 \pi)^{4}} \tag{A.2.23}
\end{equation*}
$$

$$
\begin{align*}
& H^{(-1)}\left(m_{1}, m_{2}, m_{3}\right)=-\frac{1}{(4 \pi)^{4}} \sum_{i=1}^{3} m_{i}^{2}\left(\frac{3}{2}-\ln \frac{m_{i}^{2}}{\bar{\mu}^{2}}\right)+\sum_{i=1}^{3} \frac{I_{T}^{(0)}\left(m_{i}\right)}{(4 \pi)^{2}},  \tag{A.2.24}\\
& H^{(0)}\left(m_{1}, m_{2}, m_{3}\right) \\
& \quad=\frac{1}{(4 \pi)^{4}}\left[-\frac{1}{2} \sum_{i=1}^{3} m_{i}^{2} \ln ^{2}\left(\frac{m_{i}^{2}}{\bar{\mu}^{2}}\right)+3 \sum_{i=1}^{3} m_{i}^{2} \ln \left(\frac{m^{2}}{\bar{\mu}^{2}}\right)-\left(\frac{7}{2}+\frac{\pi^{2}}{12}\right) \sum_{i=1}^{3} m_{i}^{2}\right. \\
& \quad-\frac{m_{1}^{2}+m_{2}^{2}-m_{3}^{2}}{2} \ln \left(\frac{m_{1}^{2}}{\bar{\mu}^{2}}\right) \ln \left(\frac{m_{2}}{\bar{\mu}^{2}}\right)-\frac{m_{1}^{2}+m_{3}^{2}-m_{2}^{2}}{2} \ln \left(\frac{m_{1}^{2}}{\bar{\mu}^{2}}\right) \ln \left(\frac{m_{3}}{\bar{\mu}^{2}}\right) \\
& \left.\quad-\frac{m_{2}^{2}+m_{3}^{2}-m_{1}^{2}}{2} \ln \left(\frac{m_{2}^{2}}{\bar{\mu}^{2}}\right) \ln \left(\frac{m_{3}}{\bar{\mu}^{2}}\right)-\frac{1}{2} R\left(m_{1}^{2}, m_{2}^{2}, m_{3}^{2}\right) L\left(m_{1}^{2}, m_{2}^{2}, m_{3}^{2}\right)\right] \\
& \\
& +I_{T}^{(0)}\left(m_{1}\right) \operatorname{Re} B^{(0)}\left(-i m_{1} ; m_{2}, m_{3}\right)+I_{T}^{(0)}\left(m_{2}\right) \operatorname{Re} B^{(0)}\left(-i m_{2} ; m_{3}, m_{1}\right) \\
& \quad+I_{T}^{(0)}\left(m_{3}\right) \operatorname{Re} B^{(0)}\left(-i m_{3} ; m_{1}, m_{2}\right)+\sum_{i=1}^{3} \frac{I_{T}^{(1)}\left(m_{i}\right)}{(4 \pi)^{2}} \\
& \quad+\int_{0}^{\infty} \frac{d p d q \operatorname{pqn}\left(\omega_{1}^{p}\right) n\left(\omega_{2}^{q}\right)}{32 \pi^{4} \omega_{1}^{p} \omega_{2}^{q}} \ln \left|\frac{\left(m_{3}^{2}-m_{1}^{2}-m_{2}^{2}+2 p q\right)^{2}-4\left(\omega_{1}^{p}\right)^{2}\left(\omega_{2}^{q}\right)^{2}}{\left(m_{3}^{2}-m_{1}^{2}-m_{2}^{2}-2 p q\right)^{2}-4\left(\omega_{1}^{p}\right)^{2}\left(\omega_{2}^{q}\right)^{2}}\right| \\
& \quad+\int_{0}^{\infty} \frac{d p d q \operatorname{pqn}\left(\omega_{2}^{p}\right) n\left(\omega_{3}^{q}\right)}{32 \pi^{4} \omega_{2}^{p} \omega_{3}^{q}} \ln \left|\frac{\left(m_{1}^{2}-m_{2}^{2}-m_{3}^{2}+2 p q\right)^{2}-4\left(\omega_{2}^{p}\right)^{2}\left(\omega_{3}^{q}\right)^{2}}{\left(m_{1}^{2}-m_{2}^{2}-m_{3}^{2}-2 p q\right)^{2}-4\left(\omega_{2}^{p}\right)^{2}\left(\omega_{3}^{q}\right)^{2}}\right|  \tag{A.2.25}\\
& \quad+\int_{0}^{\infty} \frac{d p d q \operatorname{pqn}\left(\omega_{3}^{p}\right) n\left(\omega_{1}^{q}\right)}{32 \pi^{4} \omega_{3}^{p} \omega_{1}^{q}} \ln \left|\frac{\left(m_{2}^{2}-m_{3}^{2}-m_{1}^{2}+2 p q\right)^{2}-4\left(\omega_{3}^{p}\right)^{2}\left(\omega_{1}^{q}\right)^{2}}{\left(m_{2}^{2}-m_{3}^{2}-m_{1}^{2}-2 p q\right)^{2}-4\left(\omega_{3}^{p}\right)^{2}\left(\omega_{1}^{q}\right)^{2}}\right|,
\end{align*}
$$

with $\omega_{i}^{p}=\sqrt{p^{2}+m_{i}^{2}}$ and [114]

$$
\begin{align*}
R\left(m_{1}^{2}, m_{2}^{2}, m_{3}^{2}\right)= & \sqrt{m_{1}^{4}+m_{2}^{4}+m_{3}^{4}-2 m_{1}^{2} m_{2}^{2}-2 m_{1}^{2} m_{3}^{2}-2 m_{2}^{2} m_{3}^{2}}  \tag{A.2.26}\\
L\left(m_{1}^{2}, m_{2}^{2}, m_{3}^{2}\right)= & \operatorname{Li}_{2}\left(-\frac{t_{3} m_{2}}{m_{1}}\right)+\operatorname{Li}_{2}\left(-\frac{t_{3} m_{1}}{m_{2}}\right)+\frac{\pi^{2}}{6}+\frac{\ln ^{2} t_{3}}{2} \\
& +\frac{1}{2}\left[\ln \left(t_{3}+\frac{m_{2}^{2}}{m_{1}^{2}}\right)-\ln \left(t_{3}+\frac{m_{1}^{2}}{m_{2}^{2}}\right)+\frac{3}{4} \ln \left(\frac{m_{1}^{2}}{m_{2}^{2}}\right)\right] \ln \left(\frac{m_{1}^{2}}{m_{2}^{2}}\right) \tag{A.2.27}
\end{align*}
$$

$$
\begin{equation*}
t_{3}=\frac{m_{3}^{2}-m_{1}^{2}-m_{2}^{2}+R\left(m_{1}^{2}, m_{2}^{2}, m_{3}^{2}\right)}{2 m_{1} m_{2}} \tag{A.2.28}
\end{equation*}
$$

In the effective potential the $H$-function is always multiplied by a factor $\sim g^{2} m^{2}$, therefore the $\sim T^{2}$ term in the high-temperature expansion is sufficient to get the desired order $\sim g^{2} m^{2} T^{2}$. The high-temperature expansion is then [173, 174]

$$
\begin{align*}
& H\left(m_{b 1}, m_{b 2}, m_{b 3}\right)=\frac{T^{2}}{(4 \pi)^{2}}\left(\frac{1}{4 \epsilon}-\ln \frac{m_{b 1}+m_{b 2}+m_{b 3}}{\bar{\mu}}+\frac{1}{2}\right)+\mathcal{O}\left(\frac{\epsilon T^{2}}{\pi^{2}}, \frac{m_{b i} T}{\pi^{3}}\right),  \tag{A.2.29}\\
& H\left(m_{b 1}, m_{f 2}, m_{f 3}\right)=\mathcal{O}\left(\frac{\epsilon T^{2}}{\pi^{2}}, \frac{m_{b i} T}{\pi^{3}}\right) . \tag{A.2.30}
\end{align*}
$$

The contributions for the modified $H$-function are

$$
\begin{aligned}
& H^{(-2)}\left(\underline{m_{1}}, m_{2}, m_{3}\right) \\
& =\frac{3\left[m_{1}^{2}\left(m_{1}^{2}+m_{2}^{2}+m_{3}^{2}\right)+2 m_{2}^{2} m_{3}^{2}\right]}{8(4 \pi)^{4}}, \\
& H^{(-1)}\left(\underline{m_{1}}, m_{2}, m_{3}\right) \\
& =\frac{17 m_{1}^{2}\left(m_{1}^{2}+m_{2}^{2}+m_{3}^{2}\right)+22 m_{2}^{2} m_{3}^{2}}{16(4 \pi)^{4}} \\
& -\frac{3}{4(4 \pi)^{4}}\left[m_{1}^{4} \ln \left(\frac{m_{1}^{2}}{\bar{\mu}^{2}}\right)+m_{2}^{2}\left(m_{1}^{2}+m_{3}^{2}\right) \ln \left(\frac{m_{2}^{2}}{\bar{\mu}^{2}}\right)+m_{3}^{2}\left(m_{1}^{2}+m_{2}^{2}\right) \ln \left(\frac{m_{3}^{2}}{\bar{\mu}^{2}}\right)\right] \\
& +\frac{1}{(4 \pi)^{2}}\left\{I_{T}^{(0)}\left(\underline{m_{1}}\right)+\frac{1}{3}\left[I_{T}^{(0)}\left(\underline{m_{2}}\right)+I_{T}^{(0)}\left(\underline{m_{3}}\right)\right]\right\} \\
& +\frac{1}{4(4 \pi)^{2}}\left[\left(m_{2}^{2}-3 m_{1}^{2}-3 m_{3}^{2}\right) I_{T}^{(0)}\left(m_{2}\right)+\left(m_{3}^{2}-3 m_{1}^{2}-3 m_{2}^{2}\right) I_{T}^{(0)}\left(m_{3}\right)\right], \\
& H^{(0)}\left(\underline{m_{1}}, m_{2}, m_{3}\right) \\
& =\frac{77\left[m_{1}^{2}\left(m_{1}^{2}+m_{2}^{2}+m_{3}^{2}\right)+62 m_{2}^{2} m_{3}^{2}\right]}{32(4 \pi)^{4}}+\frac{\pi^{2}\left[m_{1}^{2}\left(m_{1}^{2}+m_{2}^{2}+m_{3}^{2}\right)+2 m_{2}^{2} m_{3}^{2}\right]}{16(4 \pi)^{4}} \\
& +\frac{3}{8(4 \pi)^{4}}\left[m_{1}^{4} \ln ^{2}\left(\frac{m_{1}^{2}}{\bar{\mu}}\right)+m_{2}^{2}\left(m_{1}^{2}+m_{3}^{2}\right) \ln ^{2}\left(\frac{m_{2}^{2}}{\bar{\mu}}\right)+m_{3}^{2}\left(m_{1}^{2}+m_{2}^{2}\right) \ln ^{2}\left(\frac{m_{3}^{2}}{\bar{\mu}}\right)\right] \\
& -\frac{1}{8(4 \pi)^{4}}\left[17 m_{1}^{4} \ln \left(\frac{m_{1}^{2}}{\bar{\mu}}\right)+m_{2}^{2}\left(17 m_{1}^{2}+11 m_{3}^{2}\right) \ln \left(\frac{m_{2}^{2}}{\bar{\mu}}\right)\right. \\
& \left.+m_{3}^{2}\left(17 m_{1}^{2}+11 m_{2}^{2}\right) \ln \left(\frac{m_{3}^{2}}{\bar{\mu}}\right)\right] \\
& +\frac{1}{(4 \pi)^{4}}\left\{\frac { 3 m _ { 1 } ^ { 2 } } { 8 } \left[\left(m_{1}^{2}+m_{2}^{2}-m_{3}^{2}\right) \ln \left(\frac{m_{1}^{2}}{\bar{\mu}}\right) \ln \left(\frac{m_{2}^{2}}{\bar{\mu}}\right)\right.\right. \\
& \left.+\left(m_{1}^{2}+m_{3}^{2}-m_{2}^{2}\right) \ln \left(\frac{m_{1}^{2}}{\bar{\mu}}\right) \ln \left(\frac{m_{3}^{2}}{\bar{\mu}}\right)+\left(m_{2}^{2}+m_{3}^{2}-m_{1}^{2}\right) \ln \left(\frac{m_{2}^{2}}{\bar{\mu}}\right) \ln \left(\frac{m_{3}^{2}}{\bar{\mu}}\right)\right] \\
& \left.+\frac{3 m_{2}^{3} m_{3}^{2}}{4} \ln \left(\frac{m_{2}^{2}}{\bar{\mu}}\right) \ln \left(\frac{m_{3}^{2}}{\bar{\mu}}\right)-\frac{3 m_{1}^{2}}{4} R\left(m_{1}^{2}, m_{2}^{2}, m_{3}^{2}\right) L\left(m_{1}^{2}, m_{2}^{2}, m_{3}^{2}\right)\right\} \\
& +I_{T}^{(0)}\left(\underline{m_{1}}\right) \operatorname{Re} B^{(0)}\left(-i m_{1} ; m_{2}, m_{3}\right) \\
& +I_{T}^{(0)}\left(\underline{m_{2}}\right)\left\{\frac{R^{2}\left(m_{1}^{2}, m_{2}^{2}, m_{3}^{2}\right)+3 m_{1}^{2} m_{2}^{2}}{3 m_{2}^{4}} \operatorname{Re} B^{(0)}\left(-i m_{2} ; m_{3}, m_{1}\right)\right. \\
& +\frac{1}{18 m_{2}^{4}(4 \pi)^{2}}\left[-6 m_{1}^{2}\left(m_{1}^{2}+m_{2}^{2}-m_{3}^{2}\right) \ln \left(\frac{m_{1}^{2}}{\bar{\mu}}\right)\right. \\
& +6 m_{3}^{2}\left(m_{1}^{2}+2 m_{2}^{2}-m_{3}^{2}\right) \ln \left(\frac{m_{3}^{2}}{\bar{\mu}}\right)-6 m_{1}^{4}+m_{2}^{4}-6 m_{3}^{4}-9 m_{1}^{2} m_{2}^{2} \\
& \left.\left.+12 m_{1}^{2} m_{3}^{2}+9 m_{2}^{2} m_{3}^{2}\right]\right\}+(2 \leftrightarrow 3) \\
& +I_{T}^{(0)}\left(m_{2}\right)\left\{\frac{R^{2}\left(m_{1}^{2}, m_{2}^{2}, m_{3}^{2}\right)}{4 m_{2}^{2}} \operatorname{Re} B^{(0)}\left(-i m_{2} ; m_{3}, m_{1}\right)\right.
\end{aligned}
$$

$$
\begin{align*}
& +\frac{1}{4 m_{2}^{2}(4 \pi)^{2}}\left[m_{1}^{2}\left(m_{1}^{2}+m_{2}^{2}-m_{3}^{2}\right) \ln \left(\frac{m_{1}^{2}}{\bar{\mu}}\right)+m_{3}^{2}\left(-m_{1}^{2}+m_{2}^{2}+m_{3}^{2}\right) \ln \left(\frac{m_{3}^{2}}{\bar{\mu}}\right)\right. \\
& \\
& \left.\left.-m_{1}^{4}-m_{3}^{4}-m_{1}^{2} m_{2}^{2}+2 m_{1}^{2} m_{3}^{2}-m_{2}^{2} m_{3}^{2}\right]\right\}+(2 \leftrightarrow 3) \\
& + \\
& +\frac{1}{(4 \pi)^{2}}\left\{I_{T}^{(1)}\left(\underline{m_{1}}\right)+\frac{1}{3}\left[I_{T}^{(1)}\left(\underline{m_{2}}\right)+I_{T}^{(1)}\left(\underline{m_{3}}\right)\right]\right\} \\
& + \\
& +\frac{1}{4(4 \pi)^{2}}\left[\left(m_{2}^{2}-3 m_{1}^{2}-3 m_{3}^{2}\right) I_{T}^{(1)}\left(m_{2}\right)+\left(m_{3}^{2}-3 m_{1}^{2}-3 m_{2}^{2}\right) I_{T}^{(1)}\left(m_{3}\right)\right] \\
& +\int_{0}^{\infty} \frac{d p d q p^{3} q n\left(\omega_{1}^{p}\right) n\left(\omega_{2}^{q}\right)}{32 \pi^{4} \omega_{1}^{p} \omega_{2}^{q}} \ln \left|\frac{\left(m_{3}^{2}-m_{1}^{2}-m_{2}^{2}+2 p q\right)^{2}-4\left(\omega_{1}^{p}\right)^{2}\left(\omega_{2}^{q}\right)^{2}}{\left(m_{3}^{2}-m_{1}^{2}-m_{2}^{2}-2 p q\right)^{2}-4\left(\omega_{1}^{p}\right)^{2}\left(\omega_{2}^{q}\right)^{2}}\right|  \tag{A.2.32}\\
& +\int_{0}^{\infty} \frac{d p d q p^{3} q n\left(\omega_{1}^{p}\right) n\left(\omega_{3}^{q}\right)}{32 \pi^{4} \omega_{1}^{p} \omega_{3}^{q}} \ln \left|\frac{\left(m_{2}^{2}-m_{1}^{2}-m_{3}^{2}+2 p q\right)^{2}-4\left(\omega_{1}^{p}\right)^{2}\left(\omega_{3}^{q}\right)^{2}}{\left(m_{2}^{2}-m_{1}^{2}-m_{3}^{2}-2 p q\right)^{2}-4\left(\omega_{1}^{p}\right)^{2}\left(\omega_{3}^{q}\right)^{2}}\right| \\
& +\int_{0}^{\infty} \frac{d p d q p^{2} q^{2} n\left(\omega_{2}^{p}\right) n\left(\omega_{3}^{q}\right)}{4 \pi^{4} \omega_{2}^{p} \omega_{3}^{q}}\left\{1+\frac{\omega_{2}^{p} \omega_{3}^{q}}{4 p q} \ln \left|\frac{\left(m_{1}^{2}-m_{2}^{2}-m_{3}^{2}\right)^{2}-4\left(p q-\omega_{2}^{p} \omega_{3}^{q}\right)^{2}}{\left(m_{1}^{2}-m_{2}^{2}-m_{3}^{2}\right)^{2}-4\left(p q+\omega_{2}^{p} \omega_{3}^{q}\right)^{2}}\right|\right. \\
& \left.+\frac{\left(\omega_{2}^{p}\right)^{2}+\left(\omega_{3}^{q}\right)^{2}-m_{1}^{2}}{8 p q} \ln \left|\frac{\left(m_{1}^{2}-m_{2}^{2}-m_{3}^{2}+2 p q\right)^{2}-4\left(\omega_{2}^{p}\right)^{2}\left(\omega_{3}^{q}\right)^{2}}{\left(m_{1}^{2}-m_{2}^{2}-m_{3}^{2}-2 p q\right)^{2}-4\left(\omega_{2}^{p}\right)^{2}\left(\omega_{3}^{q}\right)^{2}}\right|\right\} .
\end{align*}
$$

The high-temperature limit is 175

$$
\begin{align*}
H\left(\underline{m_{b 1}}, m_{b 2}, m_{b 3}\right)= & \frac{T^{4}}{72}\left[\frac{1}{4 \epsilon}+\ln \left(\frac{\bar{\mu} e^{\gamma_{E}}}{2 T}\right)-\frac{\zeta^{\prime}(2)}{\zeta(2)}\right] \\
& +\frac{D-1}{2} I\left(0_{b}\right)\left[I_{n=0}\left(m_{b 2}\right)+I_{n=0}\left(m_{b 3}\right)\right]+\frac{m_{b 2} m_{b 3} T^{2}}{(4 \pi)^{2}} \\
& -\frac{m_{b 1}^{2} T^{2}}{(4 \pi)^{2}}\left[\frac{1}{4 \epsilon}-\ln \frac{m_{b 1}+m_{b 2}+m_{b 3}}{\bar{\mu}}+\frac{1}{2}\right]+\mathcal{O}\left(\epsilon T^{4}, \frac{m^{2} T^{2}}{\pi^{2}}\right),  \tag{A.2.33}\\
H\left(\underline{m_{b 1}}, m_{f 2}, m_{f 3}\right)= & \frac{T^{4}}{288}\left[\frac{1}{4 \epsilon}+\ln \left(\frac{\bar{\mu} e^{\gamma_{E}}}{4 T}\right)-\frac{\zeta^{\prime}(2)}{\zeta(2)}\right]+\mathcal{O}\left(\epsilon T^{4}, \frac{m^{2} T^{2}}{\pi^{2}}\right)  \tag{A.2.34}\\
H\left(\underline{m_{f 1}}, m_{f 2}, m_{b 3}\right)= & -\frac{T^{4}}{144}\left[\frac{1}{4 \epsilon}+\ln \left(\frac{\bar{\mu} e^{\gamma_{E}}}{T}\right)-\frac{3 \ln 2}{2}-\frac{\zeta^{\prime}(2)}{\zeta(2)}\right] \\
& +\frac{D-1}{2} I\left(0_{f}\right) I_{n=0}\left(m_{b 3}\right)+\mathcal{O}\left(\epsilon T^{4}, \frac{m^{2} T^{2}}{\pi^{2}}\right) \tag{A.2.35}
\end{align*}
$$

Here only the zero-modes of the $I$-function with non-zero argument have to be considered as explained in section 3.3. These so called linear terms $\sim m T^{3}$ are written in $D$ dimensions as to check their $D$-dimensional cancellation in the full result (cf. the discussion at the end of section 3.1). The function $I_{n=0}(m)$ is given in eq. (1.3.15).

## Appendix B

## Two-Loop Diagrams

In this Appendix we list the expressions for all the diagrams contributing to the two-loop potential of the Inert Doublet Model as explained in section 3.2, Dropping some $v$-independent terms for simplicity the expressions read

$$
\begin{align*}
(\mathrm{sss})= & -3 v^{2} \lambda_{1}^{2}\left[H\left(\widetilde{m}_{h}, \widetilde{m}_{h}, \widetilde{m}_{h}\right)+H\left(\widetilde{m}_{h}, \widetilde{m}_{G}, \widetilde{m}_{G}\right)\right] \\
& -\frac{v^{2}}{4}\left[\lambda_{L}^{2} H\left(\widetilde{m}_{h}, \widetilde{m}_{H}, \widetilde{m}_{H}\right)+\lambda_{S}^{2} H\left(\widetilde{m}_{H}, \widetilde{m}_{A}, \widetilde{m}_{A}\right)\right] \\
& -\frac{v^{2}}{4}\left[\left(\lambda_{4}+\lambda_{5}\right)^{2} H\left(\widetilde{m}_{G}, \widetilde{m}_{H}, \widetilde{m}_{H^{ \pm}}\right)+\left(\lambda_{4}-\lambda_{5}\right)^{2} H\left(\widetilde{m}_{G}, \widetilde{m}_{A}, \widetilde{m}_{H^{ \pm}}\right)\right] \\
& -\frac{v^{2}}{2}\left[\lambda_{3}^{2} H\left(\widetilde{m}_{h}, \widetilde{m}_{H^{ \pm}}, \widetilde{m}_{H^{ \pm}}\right)+\lambda_{5}^{2} H\left(\widetilde{m}_{G}, \widetilde{m}_{H}, \widetilde{m}_{A}\right)\right],  \tag{B.0.1}\\
(\mathrm{ss})= & \frac{3 \lambda_{1}}{4}\left[I^{2}\left(\widetilde{m}_{h}\right)+2 I\left(\widetilde{m}_{h}\right) I\left(\widetilde{m}_{G}\right)+5 I^{2}\left(\widetilde{m}_{G}\right)\right] \\
& +\frac{\lambda_{2}}{2}\left[I^{2}\left(\widetilde{m}_{H}\right)+I^{2}\left(\widetilde{m}_{A}\right)+2 I^{2}\left(\widetilde{m}_{H^{ \pm}}\right)\right] \\
& +\frac{\lambda_{2}}{4}\left[I\left(\widetilde{m}_{H}\right)+I\left(\widetilde{m}_{A}\right)+2 I\left(\widetilde{m}_{H^{ \pm}}\right)\right]^{2} \\
& +\frac{\lambda_{L}}{4}\left[I\left(\widetilde{m}_{h}\right) I\left(\widetilde{m}_{H}\right)+I\left(\widetilde{m}_{G}\right) I\left(\widetilde{m}_{A}\right)\right] \\
& +\frac{\lambda_{S}}{4}\left[I\left(\widetilde{m}_{h}\right) I\left(\widetilde{m}_{A}\right)+I\left(\widetilde{m}_{G}\right) I\left(\widetilde{m}_{H}\right)\right]+\left(\lambda_{3}+\lambda_{4}\right) I\left(\widetilde{m}_{G}\right) I\left(\widetilde{m}_{H^{ \pm}}\right) \\
& +\frac{\lambda_{3}}{2} I\left(\widetilde{m}_{h}\right) I\left(\widetilde{m}_{H^{ \pm}}\right)+\frac{\lambda_{3}}{2} I\left(\widetilde{m}_{G}\right)\left[I\left(\widetilde{m}_{H}\right)+I\left(\widetilde{m}_{A}\right)+I\left(\widetilde{m}_{H^{ \pm}}\right)\right],  \tag{B.0.2}\\
(\mathrm{s})= & \frac{1}{2}\left(\delta m_{h}^{2}-\delta m_{\phi T}^{2}-\widetilde{m}_{h}^{2} \delta Z_{\phi}\right) I\left(\widetilde{m}_{h}\right)+\frac{3}{2}\left(\delta m_{G}^{2}-\delta m_{\phi T}^{2}-\widetilde{m}_{G}^{2} \delta Z_{\phi}\right) I\left(\widetilde{m}_{G}\right) \\
& +\frac{1}{2}\left(\delta m_{H}^{2}-\delta m_{\chi T}^{2}-\widetilde{m}_{H}^{2} \delta Z Z_{\chi}\right) I\left(\widetilde{m}_{H}\right) \\
& +\frac{1}{2}\left(\delta m_{A}^{2}-\delta m_{\chi T}^{2}-\widetilde{m}_{A}^{2} \delta Z \chi\right) I\left(\widetilde{m}_{A}\right)  \tag{B.0.3}\\
& +\left(\delta m_{H^{ \pm}}^{2}-\delta m_{\chi T}^{2}-\widetilde{m}_{H^{ \pm}}^{2} \delta Z \chi\right) I\left(\widetilde{m}_{H^{ \pm}}\right), \\
(\mathrm{ssv})= & -\frac{3 g_{2}^{2}}{8}\left[\left(\widetilde{m}_{W}^{2}-2 \widetilde{m}_{h}^{2}-2 \widetilde{m}_{G}^{2}\right) H\left(\widetilde{m}_{W}, \widetilde{m}_{h}, \widetilde{m}_{G}\right)\right. \\
& +\left(\widetilde{m}_{W}^{2}-4 \widetilde{m}_{G}^{2}\right) H\left(\widetilde{m}_{W}, \widetilde{m}_{G}, \widetilde{m}_{G}\right)
\end{align*}
$$

$$
\left.\begin{array}{rl} 
& -\left[I\left(\widetilde{m}_{h}\right)+I\left(\widetilde{m}_{G}\right)\right] I\left(\widetilde{m}_{G}\right)+2\left[I\left(\widetilde{m}_{h}\right)+3 I\left(\widetilde{m}_{G}\right)\right] I\left(\widetilde{m}_{W}\right) \\
& +H\left(\underline{\widetilde{m}_{W}}, \widetilde{m}_{h}, \widetilde{m}_{G}\right)-2 H\left(\widetilde{m}_{W}, \underline{\widetilde{m}_{h}}, \widetilde{m}_{G}\right)-2 H\left(\widetilde{m}_{W}, \widetilde{m}_{h}, \underline{\widetilde{m}_{G}}\right) \\
& +H\left(\underline{\widetilde{m}_{W}}, \widetilde{m}_{G}, \widetilde{m}_{G}\right)-4 H\left(\widetilde{m}_{W}, \underline{\widetilde{m}_{G}}, \widetilde{m}_{G}\right) \\
& -H\left(\underline{m_{W}}, \widetilde{m}_{h}, \widetilde{m}_{G}\right)+2 H\left(m_{W}, \underline{\widetilde{m}_{h}}, \widetilde{m}_{G}\right)+2 H\left(m_{W}, \widetilde{m}_{h}, \underline{\widetilde{m}_{G}}\right) \\
& \left.-H\left(\underline{m_{W}}, \widetilde{m}_{G}, \widetilde{m}_{G}\right)+4 H\left(m_{W}, \underline{\widetilde{m}_{G}}, \widetilde{m}_{G}\right)\right] \\
- & \frac{g_{2}^{2}}{8}\left[\left(\widetilde{m}_{W}^{2}-2 \widetilde{m}_{H}^{2}-2 \widetilde{m}_{A}^{2}\right) H\left(\widetilde{m}_{W}, \widetilde{m}_{H}, \widetilde{m}_{A}\right)\right. \\
& +\left(\widetilde{m}_{W}^{2}-4 \widetilde{m}_{H^{ \pm}}^{2}\right) H\left(\widetilde{m}_{W}, \widetilde{m}_{H^{ \pm}}, \widetilde{m}_{H^{ \pm}}\right) \\
& +2\left(\widetilde{m}_{W}^{2}-2 \widetilde{m}_{H}^{2}-2 \widetilde{m}_{H^{ \pm}}^{2}\right) H\left(\widetilde{m}_{W}, \widetilde{m}_{H}, \widetilde{m}_{H^{ \pm}}\right) \\
& +2\left(\widetilde{m}_{W}^{2}-2 \widetilde{m}_{A}^{2}-2 \widetilde{m}_{H^{ \pm}}^{2}\right) H\left(\widetilde{m}_{W}, \widetilde{m}_{A}, \widetilde{m}_{H^{ \pm}}\right) \\
& -I\left(\widetilde{m}_{H}\right) I\left(\widetilde{m}_{A}\right)-\left[2 I\left(\widetilde{m}_{H}\right)+2 I\left(\widetilde{m}_{A}\right)+I\left(\widetilde{m}_{H^{ \pm}}\right)\right] I\left(\widetilde{m}_{H^{ \pm}}\right) \\
& +6\left[I\left(\widetilde{m}_{H}\right)+I\left(\widetilde{m}_{A}\right)+2 I\left(\widetilde{m}_{H^{ \pm}}\right)\right] I\left(\widetilde{m}_{W}\right) \\
& +H\left(\underline{\widetilde{m}_{W}}, \widetilde{m}_{H}, \widetilde{m}_{A}\right)-2 H\left(\widetilde{m}_{W}, \widetilde{m}_{H}, \widetilde{m}_{A}\right)-2 H\left(\widetilde{m}_{W}, \widetilde{m}_{H}, \widetilde{m}_{A}\right) \\
& +2 H\left(\underline{\widetilde{m}_{W}}, \widetilde{m}_{H}, \widetilde{m}_{H^{ \pm}}\right)-4 H\left(\widetilde{m}_{W}, \widetilde{m}_{H}, \widetilde{m}_{H^{ \pm}}\right)-4 H\left(\widetilde{m}_{W}, \widetilde{m}_{H}, \widetilde{m}_{H^{ \pm}}\right.
\end{array}\right)
$$

$$
\begin{align*}
(\text { ggv })= & -\frac{3 g_{2}^{2}}{2}\left[\left(2 m_{W}^{2}-\widetilde{m}_{W}^{2}\right) H\left(\widetilde{m}_{W}, m_{W}, m_{W}\right)+\left[I\left(m_{W}\right)-2 I\left(\widetilde{m}_{W}\right)\right] I\left(m_{W}\right)\right. \\
& \left.-H\left(\underline{\widetilde{m}_{W}}, m_{W}, m_{W}\right)+4 H\left(\widetilde{m}_{W}, \underline{m_{W}}, m_{W}\right)-H\left(\underline{m_{W}}, m_{W}, m_{W}\right)\right] \tag{B.0.9}
\end{align*}
$$

$$
\begin{align*}
(\mathrm{vv})= & \frac{3 g_{2}^{2}}{2}(D-1)\left[2 I\left(\widetilde{m}_{W}\right)+(D-2) I\left(m_{W}\right)\right] I\left(m_{W}\right)  \tag{B.0.10}\\
(\mathrm{v})=\frac{3}{2} & {\left[\delta Z_{\xi}\left[I\left(\underline{\widetilde{m}_{W}}\right)-I\left(\underline{m_{W}}\right)\right]+(D-1) m_{W}^{2}\left(\delta Z_{g^{2}}+\delta Z_{\phi}\right) I\left(m_{W}\right)\right.} \\
& \left.+\left[\widetilde{m}_{W}^{2} \delta Z_{\xi}-m_{\mathrm{E} 2}^{2} \delta Z_{A}+m_{W}^{2}\left(\delta Z_{g^{2}}+\delta Z_{\phi}\right)\right] I\left(\widetilde{m}_{W}\right)\right]-\frac{3}{2} m_{\mathrm{E} 2}^{2} I\left(\widetilde{m}_{W}\right) \tag{B.0.11}
\end{align*}
$$

$(\mathrm{g})=-3 m_{W}^{2}\left(\delta Z_{\xi}+\delta Z_{g^{2}}+\frac{\delta Z_{\phi}+\delta Z_{v}}{2}\right) I\left(m_{W}\right)$,

$$
\begin{equation*}
(\mathrm{sff})=-\frac{3 g_{2}^{2}}{2}\left[\left(\widetilde{m}_{h}^{2}-4 m_{t}^{2}\right) H\left(\widetilde{m}_{h}, m_{t}, m_{t}\right)+\widetilde{m}_{G} H\left(\widetilde{m}_{G}, m_{t}, m_{t}\right)\right. \tag{B.0.12}
\end{equation*}
$$

$$
+2\left(\widetilde{m}_{G}^{2}-m_{t}^{2}\right) H\left(\widetilde{m}_{G}, m_{t}, 0_{f}\right)-2\left[I\left(m_{t}\right)+I\left(0_{f}\right)\right] I\left(m_{t}\right)
$$

$$
\begin{equation*}
\left.+2 I\left(\widetilde{m}_{h}\right) I\left(m_{t}\right)+2 I\left(\widetilde{m}_{G}\right)\left[I\left(0_{f}\right)+2 I\left(m_{t}\right)\right]\right] \tag{B.0.13}
\end{equation*}
$$

$(\mathrm{gff})=\frac{3 g_{2}^{2}}{8}\left[\left(\widetilde{m}_{W}^{2}-2 m_{t}^{2}\right) H\left(\widetilde{m}_{W}, m_{t}, m_{t}\right)\right.$

$$
\begin{aligned}
& -(D-1)\left(m_{W}^{2}-2 m_{t}^{2}\right) H\left(m_{W}, m_{t}, m_{t}\right) \\
& +(D-2) I^{2}\left(m_{t}\right)+2\left[I\left(\widetilde{m}_{W}\right)-(D-1) I\left(m_{W}\right)\right] I\left(m_{t}\right) \\
& -H\left(\underline{m_{W}}, m_{t}, m_{t}\right)+4 H\left(m_{W}, \underline{m_{t}}, m_{t}\right) \\
& \left.+2 H\left(\underline{\widetilde{m}_{W}}, m_{t}, m_{t}\right)-4 H\left(\widetilde{m}_{W}, \underline{m_{t}}, m_{t}\right)\right] \\
+ & \frac{3 g_{2}^{2}}{2}\left[\left(\widetilde{m}_{W}^{2}-m_{t}^{2}\right) H\left(\widetilde{m}_{W}, m_{t}, 0_{f}\right)-(D-1)\left(m_{W}^{2}-m_{t}^{2}\right) H\left(m_{W}, m_{t}, 0_{f}\right)\right. \\
& +(D-2) I\left(m_{t}\right) I\left(0_{f}\right)+\left[I\left(\widetilde{m}_{W}\right)-(D-1) I\left(m_{W}\right)\right]\left[I\left(m_{t}\right)+I\left(0_{f}\right)\right] \\
& -2 H\left(\underline{m_{W}}, m_{t}, 0_{f}\right)+2 H\left(m_{W}, \underline{m_{t}}, 0_{f}\right)+2 H\left(m_{W}, m_{t}, \underline{0_{f}}\right)
\end{aligned}
$$

$$
\left.+2 H\left(\underline{\widetilde{m}_{W}}, m_{t}, 0_{f}\right)-2 H\left(\widetilde{m}_{W}, \underline{m_{t}}, 0_{f}\right)-2 H\left(\widetilde{m}_{W}, m_{t}, \underline{0_{f}}\right)\right]
$$

$$
+\frac{3\left(8 n_{G}-5\right) g_{2}^{2}}{8}\left[\widetilde{m}_{W}^{2} H\left(\widetilde{m}_{W}, 0_{f}, 0_{f}\right)-(D-1) m_{W}^{2} H\left(m_{W}, 0_{f}, 0_{f}\right)\right.
$$

$$
+(D-2) I^{2}\left(0_{f}\right)+2\left[I\left(\widetilde{m}_{W}\right)-(D-1) I\left(m_{W}\right)\right] I\left(0_{f}\right)
$$

$$
-2 H\left(\underline{m_{W}}, 0_{f}, 0_{f}\right)+4 H\left(m_{W}, \underline{0_{f}}, 0_{f}\right)
$$

$$
\left.+2 H\left(\underline{\widetilde{m}_{W}}, 0_{f}, 0_{f}\right)-4 H\left(\widetilde{m}_{W}, \underline{0_{f}}, 0_{f}\right)\right]
$$

$$
+4 g_{3}^{2}\left[\left(m_{\mathrm{E} 3}^{2}-4 m_{t}^{2}\right) H\left(m_{\mathrm{E} 3}, m_{t}, m_{t}\right)\right.
$$

$$
\begin{align*}
& +(D-2) I^{2}\left(m_{t}\right)+2\left[I\left(m_{\mathrm{E} 3}\right)-(D-1) I\left(0_{b}\right)\right] I\left(m_{t}\right) \\
& -2 H\left(\underline{\left(0_{b}\right.}, m_{t}, m_{t}\right)+4 H\left(0_{b}, \underline{m_{t}}, m_{t}\right) \\
& \left.+2 H\left(\underline{m_{\mathrm{E} 3}}, m_{t}, m_{t}\right)-4 H\left(m_{\mathrm{E} 3}, \underline{m_{t}}, m_{t}\right)\right],  \tag{B.0.14}\\
(\mathrm{f})=-6 & m_{t}^{2}\left(\delta Z_{\phi}+\delta Z_{h_{t}^{2}}\right) I\left(m_{t}\right) . \tag{B.0.15}
\end{align*}
$$

## Appendix C

## Pole Masses

In this Appendix we list the counterterms of the Inert Doublet Model and state their relation to the renormalization group equations. Furthermore, we show the expressions for the one-loop on-shell self-energies. Using these expressions and the pole mass relations we can then write the couplings of the Inert Doublet Model in terms of the pole masses, i.e. physical parameters. We derive the input parameters for our numerical evaluation of the effective potential by solving the system of expressions for the couplings in a self-consistent way as described in section 3.3 .

## C. 1 Counterterms

The bare coupling constants of the Lagrangian of the Inert Doublet Model are expressed as

$$
\begin{align*}
\mu_{i B}^{2} & =\mu_{i}^{2}\left(1+\delta Z_{\mu_{i}^{2}}\right), & \lambda_{i B}=\lambda_{i}\left(1+\delta Z_{\lambda_{i}}\right), \\
g_{i B}^{2} & =g_{i}^{2}\left(1+\delta Z_{g_{i}^{2}}\right), & h_{t B}^{2}=h_{t}^{2}\left(1+\delta Z_{h_{t}^{2}}\right) . \tag{C.1.1}
\end{align*}
$$

We also need to renormalize certain unphysical quantities, i.e. wave functions and the gauge fixing parameter:

$$
\begin{align*}
\phi_{B}^{\dagger} \phi_{B} & =\phi^{\dagger} \phi\left(1+\delta Z_{\phi}\right), \quad \chi_{B}^{\dagger} \chi_{B}=\chi^{\dagger} \chi\left(1+\delta Z_{\chi}\right), \\
A_{\mu B}^{a} A_{\nu B}^{a} & =A_{\mu}^{a} A_{\nu}^{a}\left(1+\delta Z_{A}\right), \quad \xi_{B}=\xi\left(1+\delta Z_{\xi}\right) \tag{C.1.2}
\end{align*}
$$

The renormalization of the background field (cf. discussion in section 3.1) is given through

$$
\begin{equation*}
v_{B}=v\left(1+\delta Z_{v}\right) . \tag{C.1.3}
\end{equation*}
$$

The computation of the counterterms for the couplings is a standard calculation, presented e.g. in ref. [176]. The wave function counterterms have to cancel the momentum dependent terms in the two-point functions and the background field $v$ is renormalized through the gauge-fixing interaction term given in eq. (3.1.9). The results of the counterterms are

$$
\begin{equation*}
\delta Z_{\mu_{1}^{2}}=\frac{1}{(4 \pi)^{2} \epsilon}\left[3 h_{t}^{2}-\frac{9 g_{2}^{2}}{4}+6 \lambda_{1}+\frac{\mu_{2}^{2}}{\mu_{1}^{2}}\left(2 \lambda_{3}+\lambda_{4}\right)\right] \tag{C.1.4}
\end{equation*}
$$

$$
\begin{align*}
& \delta Z_{\mu_{2}^{2}}=\frac{1}{(4 \pi)^{2} \epsilon}\left[-\frac{9 g_{2}^{2}}{4}+6 \lambda_{2}+\frac{\mu_{1}^{2}}{\mu_{2}^{2}}\left(2 \lambda_{3}+\lambda_{4}\right)\right],  \tag{C.1.5}\\
& \delta Z_{\lambda_{1}}=\frac{1}{(4 \pi)^{2} \epsilon}\left[6 h_{t}^{2}-\frac{9 g_{2}^{2}}{2}+\frac{9 g_{2}^{4}}{16 \lambda_{1}}-\frac{3 h_{t}^{2}}{\lambda_{1}}+12 \lambda_{1}+\frac{2 \lambda_{3}^{2}+2 \lambda_{3} \lambda_{4}+\lambda_{4}^{2}+\lambda_{5}^{2}}{2 \lambda_{1}}\right],  \tag{C.1.6}\\
& \delta Z_{\lambda_{2}}=\frac{1}{(4 \pi)^{2} \epsilon}\left[-\frac{9 g_{2}^{2}}{2}+\frac{9 g_{2}^{4}}{16 \lambda_{2}}+12 \lambda_{2}+\frac{2 \lambda_{3}^{2}+2 \lambda_{3} \lambda_{4}+\lambda_{4}^{2}+\lambda_{5}^{2}}{2 \lambda_{2}}\right],  \tag{C.1.7}\\
& \delta Z_{\lambda_{3}}=\frac{1}{(4 \pi)^{2} \epsilon}\left[3 h_{t}^{2}-\frac{9 g_{2}^{2}}{2}+\frac{9 g_{2}^{4}}{8 \lambda_{3}}+6\left(\lambda_{1}+\lambda_{2}\right)+2 \lambda_{3}+\frac{2\left(\lambda_{1}+\lambda_{2}\right) \lambda_{4}+\lambda_{4}^{2}+\lambda_{5}^{2}}{\lambda_{3}}\right], \\
& \delta Z_{\lambda_{4}}=\frac{1}{(4 \pi)^{2} \epsilon}\left[3 h_{t}^{2}-\frac{9 g_{2}^{2}}{2}+2\left(\lambda_{1}+\lambda_{2}\right)+4 \lambda_{3}+2 \lambda_{4}+\frac{4 \lambda_{5}}{\lambda_{4}}\right],  \tag{C.1.9}\\
& \delta Z_{\lambda_{5}}=\frac{1}{(4 \pi)^{2} \epsilon}\left[3 h_{t}^{2}-\frac{9 g_{2}^{2}}{2}+2\left(\lambda_{1}+\lambda_{2}\right)+4 \lambda_{3}+6 \lambda_{4}\right],  \tag{C.1.10}\\
& \delta Z_{g_{2}^{2}}=\frac{g_{2}^{2}}{(4 \pi)^{2} \epsilon}\left[\frac{4 n_{G}}{3}-7\right],  \tag{C.1.11}\\
& \delta Z_{g_{3}^{2}}=\frac{g_{3}^{2}}{(4 \pi)^{2} \epsilon}\left[\frac{4 n_{G}}{3}-11\right],  \tag{C.1.12}\\
& \delta Z_{h_{t}^{2}}=\frac{1}{(4 \pi)^{2} \epsilon}\left[\frac{9 h_{t}^{2}}{2}-\frac{9 g_{2}^{2}}{4}-8 g_{3}^{2}\right],  \tag{C.1.13}\\
& \delta Z_{\phi}=\frac{1}{(4 \pi)^{2} \epsilon}\left[-3 h_{t}^{2}+3 g_{2}^{2}\right],  \tag{C.1.14}\\
& \delta Z_{v}=\frac{1}{(4 \pi)^{2} \epsilon}\left[3 h_{t}^{2}+\frac{5 g_{2}^{2}}{2}\right],  \tag{C.1.15}\\
& \delta Z_{\chi}=\frac{1}{(4 \pi)^{2} \epsilon} \frac{3 g_{2}^{2}}{2},  \tag{C.1.16}\\
& \delta Z_{A}=\delta Z_{\xi}=\frac{g_{2}^{2}}{(4 \pi)^{2} \epsilon}\left[3-\frac{3 n_{G}}{4}\right] . \tag{C.1.17}
\end{align*}
$$

The renormalization group $\beta$-functions are fixed by the counterterms through

$$
\begin{equation*}
\bar{\mu} \frac{d \lambda_{i}}{d \bar{\mu}}=2 \lambda_{i} \epsilon \delta Z_{\lambda_{i}}+\mathcal{O}\left(\lambda_{i}^{3}\right), \tag{C.1.18}
\end{equation*}
$$

and likewise for the other couplings.

## C. 2 Pole masses

To calculate the one-loop on-shell self-energies in the Higgs broken phase we need to compute the corrections to the two-point functions. The topologies of all the diagrams contributing to the two-point function are shown in figure C. 1 , where the blob is a counterterm.

The computations are carried out for all the scalars, gauge bosons and the top quark. The results are given in terms of the vacuum master integrals given in Appendix A.1. The resulting expressions for the one-loop on-shell self-energies $\Pi(K ; \bar{\mu})$ are


Figure C.1: Topologies contributing to the pole masses.

$$
\begin{align*}
& \Pi_{h}\left(-i m_{h} ; \bar{\mu}\right) \\
& =m_{h}^{2} \delta Z_{\mu_{1}^{2}}+12 h_{t}^{2} A\left(m_{t}\right)-6 \lambda_{1} A\left(m_{h}\right)+\left(\frac{3(1-d)}{2} g_{2}^{2}-6 \lambda_{1}\right) A\left(m_{W}\right) \\
& -2 \lambda_{3} A\left(m_{H^{ \pm}}\right)-\lambda_{L} A\left(m_{H}\right)-\lambda_{S} A\left(m_{A}\right) \\
& +3 h_{t}^{2}\left(4 m_{t}^{2}-m_{h}^{2}\right) B\left(-i m_{h} ; m_{t}, m_{t}\right)-9 \lambda_{1} m_{h}^{2} B\left(-i m_{h} ; m_{h}, m_{h}\right) \\
& +\left(\frac{3}{2} g_{2}^{2}\left[(1-d) m_{W}^{2}+m_{h}^{2}\right]-3 \lambda_{1} m_{h}^{2}\right) B\left(-i m_{h} ; m_{W}, m_{W}\right) \\
& -\lambda_{3}^{2} v_{0}^{2} B\left(-i m_{h} ; m_{H^{ \pm}}, m_{H^{ \pm}}\right)-\frac{1}{2} \lambda_{L}^{2} v_{0}^{2} B\left(-i m_{h} ; m_{H}, m_{H}\right) \\
& -\frac{1}{2} \lambda_{S}^{2} v_{0}^{2} B\left(-i m_{h} ; m_{A}, m_{A}\right),  \tag{C.2.1}\\
& \Pi_{W}^{(T)}\left(-i m_{W} ; \bar{\mu}\right) \\
& =m_{W}^{2}\left(\delta Z_{g_{2}^{2}}-\delta Z_{\lambda_{1}}+\delta Z_{\mu_{1}^{2}}\right)+g_{2}^{2}\left(\left[\frac{6 m_{t}^{2}}{m_{h}^{2}}-\frac{3}{2}\right] A\left(m_{t}\right)-\frac{A\left(m_{h}\right)}{2}\right. \\
& +\left[\frac{3(d-1) m_{W}^{2}}{2 m_{h}^{2}}+2 d-4\right] A\left(m_{W}\right)+\left[\frac{1}{2}-\frac{\lambda_{3} v_{0}^{2}}{2 m_{h}^{2}}\right] A\left(m_{H^{ \pm}}\right) \\
& +\left[\frac{1}{4}-\frac{\lambda_{L} v_{0}^{2}}{4 m_{h}^{2}}\right] A\left(m_{H}\right)+\left[\frac{1}{4}-\frac{\lambda_{S} v_{0}^{2}}{4 m_{h}^{2}}\right] A\left(m_{A}\right) \\
& +6 m_{W}^{2} B\left(-i m_{W} ; m_{W}, m_{W}\right)-m_{W}^{2} B\left(-i m_{W} ; m_{W}, m_{h}\right) \\
& +\frac{3\left(m_{t}^{2}-m_{W}^{2}\right)}{2} B\left(-i m_{W} ; 0, m_{t}\right)+\left(\frac{3}{2}-2 n_{G}\right) m_{W}^{2} B\left(-i m_{W} ; 0,0\right) \\
& +(7-4 d) D^{(T)}\left(-i m_{W} ; m_{W}, m_{W}\right)-D^{(T)}\left(-i m_{W} ; m_{W}, m_{h}\right) \\
& -D^{(T)}\left(-i m_{W} ; m_{H^{ \pm}}, m_{H}\right)-D^{(T)}\left(-i m_{W} ; m_{H^{ \pm}}, m_{A}\right) \\
& \left.+6 D^{(T)}\left(-i m_{W} ; 0, m_{t}\right)+\left(8 n_{G}-d\right) D^{(T)}\left(-i m_{W} ; 0,0\right)\right),  \tag{C.2.2}\\
& 2\left[\Sigma_{S}\left(-i m_{t} ; \bar{\mu}\right)-\Sigma_{V}\left(-i m_{t} ; \bar{\mu}\right)\right]=\delta Z_{h_{t}^{2}}-\delta Z_{\lambda_{1}}+\delta Z_{\mu_{1}^{2}} \\
& +\frac{1}{m_{t}^{2}}\left(12 h_{t}^{2} A\left(m_{t}\right)-6 \lambda_{1} A\left(m_{h}\right)+\left[\frac{3(d-1) g_{2}^{2}}{2}-6 \lambda_{1}\right] A\left(m_{W}\right)\right. \\
& \left.-2 \lambda_{3} A\left(m_{H^{ \pm}}\right) 1 \lambda_{L} A\left(m_{H}\right)-\lambda_{S} A\left(m_{A}\right)\right) \\
& +\frac{8 d g_{3}^{2}}{3} B\left(-i m_{t} ; 0, m_{t}\right)+h_{t}^{2}\left[B\left(-i m_{t} ; m_{W}, m_{t}\right)-B\left(-i m_{t} ; m_{h}, m_{t}\right)\right] \\
& +\frac{8(d-2) g_{3}^{2}}{3} C\left(-i m_{t} ; 0, m_{t}\right)
\end{align*}
$$

$$
\begin{align*}
& +\frac{(d-2) g_{2}^{2}}{4}\left[2 C\left(-i m_{t} ; m_{W}, 0\right)+C\left(-i m_{t} ; m_{W}, m_{t}\right)\right] \\
& +h_{t}^{2}\left[C\left(-i m_{T} ; m_{h}, m_{t}\right)+C\left(-i m_{t} ; m_{W}, m_{t}\right)+C\left(-i m_{t} ; m_{h}, m_{t}\right)\right] \tag{C.2.3}
\end{align*}
$$

For the on-shell self-energies of the inert scalars we use $n_{3}=n_{4}=-n_{5}=1$ and obtain

$$
\begin{align*}
& \Pi_{H}\left(-i m_{H} ; \bar{\mu}\right) \\
&= \mu_{2}^{2} \delta Z_{\mu_{2}^{2}}+\sum_{i=3,4,5} \frac{\lambda_{i} v_{0}^{2}}{2}\left(\delta Z_{l a i}+\delta Z_{\mu_{1}^{2}}-\delta Z_{l a 1}\right) \\
&+\frac{12 \lambda_{L} m_{t}^{2}}{m_{h}^{2}} A\left(m_{t}\right)-\lambda_{L} A\left(m_{h}\right) \\
&+\left[\frac{3(1-d) \lambda_{L} m_{W}^{2}}{m_{h}^{2}}+\frac{3(d-2) g_{2}^{2}}{4}-\lambda_{4}-2 \lambda_{5}\right] A\left(m_{W}\right) \\
&+\left[3 \lambda_{2}-\frac{\lambda_{L}^{2} v_{0}^{2}}{2 m_{h}^{2}}\right] A\left(m_{H}\right) \\
&+\left[\lambda_{2}+\frac{g_{2}^{2}}{4}+\frac{\lambda_{5}^{2} v_{0}^{2}-\left(\lambda_{3}+\lambda_{4}\right)^{2} v_{0}^{2}}{2 m_{h}^{2}}\right] A\left(m_{A}\right) \\
&+\left[2 \lambda_{2}+\frac{g_{2}^{2}}{2}-\frac{\lambda_{3} \lambda_{L} v_{0}^{2}}{m_{h}^{2}}\right] A\left(m_{H^{ \pm}}\right)-\Lambda_{L}^{2} v_{0}^{2} B\left(-i m_{H} ; m_{h}, m_{H}\right) \\
&-\left[\lambda_{5}^{2} v_{0}^{2}+\frac{\left(m_{W}^{2}-2 m_{H}^{2}-2 m_{A}^{2}\right) g_{2}^{2}}{4}\right] B\left(-i m_{H} ; m_{W}, m_{A}\right) \\
&-\left[\frac{\left(\lambda_{4}+\lambda_{5}\right)^{2} v_{0}^{2}}{2}+\frac{\left(m_{W}^{2}-2 m_{H}^{2}-2 m_{H^{ \pm}}\right) g_{2}^{2}}{2}\right] B\left(-i m_{H} ; m_{W}, m_{H^{ \pm}}\right) \tag{C.2.4}
\end{align*}
$$

$$
\begin{aligned}
\Pi_{A}( & \left.-i m_{A} ; \bar{\mu}\right) \\
= & \mu_{2}^{2} \delta Z_{\mu_{2}^{2}}+\sum_{i=3,4,5} \frac{n_{i} \lambda_{i} v_{0}^{2}}{2}\left(\delta Z_{\lambda_{i}}+\delta Z_{\mu_{1}^{2}}-\delta Z_{\lambda_{1}}\right) \\
& +\frac{12 \lambda_{S} m_{t}^{2}}{m_{h}^{2}} A\left(m_{t}\right)-\lambda_{S} A\left(m_{h}\right) \\
& +\left[\frac{3(1-d) \lambda_{S} m_{W}^{2}}{m_{h}^{2}}+\frac{3(d-2) g_{2}^{2}}{4}-\lambda_{4}+2 \lambda_{5}\right] A\left(m_{W}\right) \\
& +\left[3 \lambda_{2}-\frac{\lambda_{S}^{2} v_{0}^{2}}{2 m_{h}^{2}}\right] A\left(m_{A}\right) \\
& +\left[\lambda_{2}+\frac{g_{2}^{2}}{4}+\frac{\lambda_{5}^{2} v_{0}^{2}-\left(\lambda_{3}+\lambda_{4}\right)^{2} v_{0}^{2}}{2 m_{h}^{2}}\right] A\left(m_{H}\right) \\
& +\left[2 \lambda_{2}+\frac{g_{2}^{2}}{2}-\frac{\lambda_{3} \lambda_{S} v_{0}^{2}}{m_{h}^{2}}\right] A\left(m_{H^{ \pm}}\right)-\Lambda_{S}^{2} v_{0}^{2} B\left(-i m_{A} ; m_{h}, m_{A}\right) \\
& -\left[\lambda_{5}^{2} v_{0}^{2}+\frac{\left(m_{W}^{2}-2 m_{H}^{2}-2 m_{A}^{2}\right) g_{2}^{2}}{4}\right] B\left(-i m_{A} ; m_{W}, m_{H}\right)
\end{aligned}
$$

$$
\begin{equation*}
-\left[\frac{\left(\lambda_{4}-\lambda_{5}\right)^{2} v_{0}^{2}}{2}+\frac{\left(m_{W}^{2}-2 m_{A}^{2}-2 m_{H^{ \pm}}\right) g_{2}^{2}}{2}\right] B\left(-i m_{A} ; m_{W}, m_{H^{ \pm}}\right) \tag{C.2.5}
\end{equation*}
$$

$$
\begin{align*}
& \Pi_{H^{ \pm}}\left(-i m_{H^{ \pm}} ; \bar{\mu}\right) \\
&= \mu_{2}^{2} \delta Z_{\mu_{2}^{2}}+\frac{\lambda_{3} v_{0}^{2}}{2}\left(\delta Z_{\lambda_{3}}+\delta Z_{\mu_{1}^{2}}-\delta Z_{\lambda_{1}}\right) \\
&+\frac{12 \lambda_{3} m_{t}^{2}}{m_{h}^{2}} A\left(m_{t}\right)-\lambda_{3} A\left(m_{h}\right) \\
&+\left[\frac{3(1-d) \lambda_{3} m_{W}^{2}}{m_{h}^{2}}+\frac{3(d-2) g_{2}^{2}}{4}+\lambda_{4}\right] A\left(m_{W}\right) \\
&+\left[\lambda_{2}+\frac{g_{2}^{2}}{4}-\frac{\lambda_{3} \lambda_{L} v_{0}^{2}}{2 m_{h}^{2}}\right] A\left(m_{H}\right) \\
&+\left[\lambda_{2}+\frac{g_{2}^{2}}{4}-\frac{\lambda_{3} \lambda_{S} v_{0}^{2}}{2 m_{h}^{2}}\right] A\left(m_{A}\right) \\
&+\left[4 \lambda_{2}+\frac{g_{2}^{2}}{4}-\frac{\lambda_{3}^{2} v_{0}^{2}}{m_{h}^{2}}\right] A\left(m_{H^{ \pm}}\right)-\Lambda_{3}^{2} v_{0}^{2} B\left(-i m_{H^{ \pm}} ; m_{h}, m_{H^{ \pm}}\right) \\
&-\left[\frac{\left(\lambda_{4}+\lambda_{5}\right)^{2} v_{0}^{2}}{4}+\frac{\left(m_{W}^{2}-2 m_{H}^{2}-2 m_{H^{ \pm}}\right) g_{2}^{2}}{4}\right] B\left(-i m_{H^{ \pm}} ; m_{W}, m_{H}\right) \\
&-\left[\frac{\left(\lambda_{4}-\lambda_{5}\right)^{2} v_{0}^{2}}{4}+\frac{\left(m_{W}^{2}-2 m_{A}^{2}-2 m_{H^{ \pm}}\right) g_{2}^{2}}{4}\right] B\left(-i m_{H^{ \pm}} ; m_{W}, m_{A}\right) \\
&-\frac{\left(m_{W}^{2}-4 m_{H^{ \pm}}\right) g_{2}^{2}}{4} B\left(-i m_{H^{ \pm}} ; m_{W}, m_{H^{ \pm}}\right) . \tag{C.2.6}
\end{align*}
$$

We want to check that all the divergences are canceled by the counterterms given in eqs. (C.1.4) - C.1.17). To do so we use the tree-level vacuum expectation value $v_{0}$ which can be approximated within the one-loop expressions as

$$
\begin{equation*}
v_{0}^{2}=-\frac{\mu_{1}^{2}}{\lambda_{1}} \approx \frac{m_{h}^{2}}{2 \lambda_{1}} \approx \frac{4 m_{W}^{2}}{g^{2}} . \tag{C.2.7}
\end{equation*}
$$

We collect all the terms proportional to $\left[(4 \pi)^{2} \epsilon\right]^{-1}$ in $\Pi_{h}\left(-i m_{h} ; \bar{\mu}\right)$ for both counterterms and the loop expressions. Using the tree-level mass relations from table 3.1 in chapter 3 and the expressions for the master integrals we get

$$
\begin{align*}
& \text { ct : } \quad m_{h}^{2}\left(3 h_{t}^{2}-\frac{9 g_{2}^{2}}{4}+6 \lambda_{1}+\frac{\mu_{2}^{2}}{\mu_{1}^{2}}\left(2 \lambda_{3}+\lambda_{4}\right)\right)= \\
& =m_{h}^{2}\left(3 h_{t}^{2}-\frac{9 g_{2}^{2}}{4}+6 \lambda_{1}\right)-2 \mu_{2}^{2}\left(2 \lambda_{3}+\lambda_{4}\right),  \tag{C.2.8}\\
& \text { loops : }-12 h_{t}^{2} m_{t}^{2}+6 \lambda_{1} m_{h}^{2}-\left(\frac{3(1-d)}{2} g_{2}^{2}-6 \lambda_{1}\right) m_{W}^{2}+2 \lambda_{3} m_{H^{ \pm}}^{2}+\lambda_{L} m_{H}^{2}+\lambda_{S} m_{A}^{2} \\
& +3 h_{t}^{2}\left(4 m_{t}^{2}-m_{h}^{2}\right)-9 \lambda_{1} m_{h}^{2}+\frac{3}{2} g_{2}^{2}\left[(1-d) m_{W}^{2}+m_{h}^{2}\right]-3 \lambda_{1} m_{h}^{2} \\
& -\lambda_{3}^{2} v_{0}^{2}-\frac{1}{2} \lambda_{L}^{2} v_{0}^{2}-\frac{1}{2} \lambda_{S}^{2} v_{0}^{2} \\
& =-6 \lambda_{1} m_{h}^{2}+2 \mu_{2}^{2}\left(2 \lambda_{3}+\lambda_{4}\right)-3 h_{t}^{2} m_{h}^{2}+\frac{9 g_{2}^{2}}{4} m_{h}^{2} . \tag{C.2.9}
\end{align*}
$$

Taking now the sum over both $1 / \epsilon$ contributions we see that they vanish and thus all the divergences are canceled. Similarly all divergences cancel in the expressions for the other self-energies.

Using these expressions we can write the one-loop corrected masses in the form $m_{h}=-2 \mu_{1}^{2}+\operatorname{Re} \Pi_{h}$, where the couplings and self-energies are understood to be taken at the scale $\bar{\mu}=m_{Z}$. We can invert these relations to get a set of equations for the different couplings:

$$
\begin{align*}
& \mu_{1}^{2}(\bar{\mu})=-\frac{m_{h}^{2}}{2}\left[1-\frac{\operatorname{Re} \Pi_{h}\left(-i m_{h} ; \bar{\mu}\right)}{m_{h}^{2}}\right]  \tag{C.2.10}\\
& \mu_{2}^{2}(\bar{\mu})=m_{H}^{2}\left[1-\frac{\operatorname{Re} \Pi_{H}\left(-i m_{H} ; \bar{\mu}\right)}{m_{H}^{2}}\right]-\frac{2 \lambda_{L} m_{W}^{2}}{g_{0}^{2}}\left[1-\frac{\delta g_{2}^{2}}{g_{0}^{2}}-\frac{\operatorname{Re} \Pi_{W}^{(T)}\left(-i m_{W} ; \bar{\mu}\right)}{m_{W}^{2}}\right] \tag{C.2.11}
\end{align*}
$$

$\lambda_{1}(\bar{\mu})=\frac{g_{0}^{2} m_{h}^{2}}{8 m_{W}^{2}}\left[1+\frac{\delta g_{2}^{2}(\bar{\mu})}{g_{0}^{2}}+\frac{\operatorname{Re} P i W}{m_{W}^{2}}-\frac{\operatorname{Re} \Pi_{h}\left(-i m_{h} ; \bar{\mu}\right)}{m_{h}^{2}}\right]$,
$h_{t}^{2}(\bar{\mu})=\frac{g_{0}^{2} m_{t}^{2}}{2 m_{W}^{2}}\left[1+\frac{\delta g_{2}^{2}(\bar{\mu})}{g_{0}^{2}}+\frac{\operatorname{Re} \Pi_{W}^{(T)}\left(-i m_{W} ; \bar{\mu}\right)}{m_{W}^{2}}-2\left(\Sigma_{S}-\Sigma_{V}\right)\left(-i m_{t} ; \bar{\mu}\right)\right]$,
$\lambda_{3}(\bar{\mu})=\frac{g_{0}^{2} m_{H^{ \pm}}^{2}}{2 m_{W}^{2}}\left[1+\frac{\delta g_{2}^{2}(\bar{\mu})}{g_{0}^{2}}+\frac{\operatorname{Re} \Pi_{W}^{(T)}\left(-i m_{W} ; \bar{\mu}\right)}{m_{W}^{2}}-\frac{\operatorname{Re} \Pi_{H^{ \pm}}\left(-i m_{H^{ \pm}} ; \bar{\mu}\right)}{m_{H^{ \pm}}^{2}}\right]$
$-\frac{g_{0}^{2} m_{H}^{2}}{2 m_{W}^{2}}\left[1+\frac{\delta g_{2}^{2}(\bar{\mu})}{g_{0}^{2}}+\frac{\operatorname{Re} \Pi_{W}^{(T)}\left(-i m_{W} ; \bar{\mu}\right)}{m_{W}^{2}}-\frac{\operatorname{Re} \Pi_{H}\left(-i m_{H} ; \bar{\mu}\right)}{m_{H}^{2}}\right]$
$+\lambda_{L}(\bar{\mu})\left[1-\frac{\delta g_{2}^{2}(\bar{\mu})}{g_{0}^{2}}-\frac{\operatorname{Re} \Pi_{W}^{(T)}\left(-i m_{W} ; \bar{\mu}\right)}{m_{W}^{2}}\right]$,
$\lambda_{4}(\bar{\mu})=\frac{g_{0}^{2} m_{H}^{2}}{4 m_{W}^{2}}\left[1+\frac{\delta g_{2}^{2}(\bar{\mu})}{g_{0}^{2}}+\frac{\operatorname{Re} \Pi_{W}^{(T)}\left(-i m_{W} ; \bar{\mu}\right)}{m_{W}^{2}}-\frac{\operatorname{Re} \Pi_{H}\left(-i m_{H} ; \bar{\mu}\right)}{m_{H}^{2}}\right]$
$+\frac{g_{0}^{2} m_{A}^{2}}{4 m_{W}^{2}}\left[1+\frac{\delta g_{2}^{2}(\bar{\mu})}{g_{0}^{2}}+\frac{\operatorname{Re} \Pi_{W}^{(T)}\left(-i m_{W} ; \bar{\mu}\right)}{m_{W}^{2}}-\frac{\operatorname{Re} \Pi_{A}\left(-i m_{A} ; \bar{\mu}\right)}{m_{A}^{2}}\right]$
$-\frac{g_{0}^{2} m_{H^{ \pm}}^{2}}{2 m_{W}^{2}}\left[1+\frac{\delta g_{2}^{2}(\bar{\mu})}{g_{0}^{2}}+\frac{\operatorname{Re} \Pi_{W}^{(T)}\left(-i m_{W} ; \bar{\mu}\right)}{m_{W}^{2}}-\frac{\operatorname{Re} \Pi_{H^{ \pm}}\left(-i m_{H^{ \pm}} ; \bar{\mu}\right)}{m_{H^{ \pm}}^{2}}\right]$
$+\frac{\lambda_{L}(\bar{\mu})}{2}\left[\frac{\delta g_{2}^{2}(\bar{\mu})}{g_{0}^{2}}+\frac{\operatorname{Re} \Pi_{W}^{(T)}\left(-i m_{W} ; \bar{\mu}\right)}{m_{W}^{2}}\right]$,
$\lambda_{5}(\bar{\mu})=\frac{g_{0}^{2} m_{H}^{2}}{4 m_{W}^{2}}\left[1+\frac{\delta g_{2}^{2}(\bar{\mu})}{g_{0}^{2}}+\frac{\operatorname{Re} \Pi_{W}^{(T)}\left(-i m_{W} ; \bar{\mu}\right)}{m_{W}^{2}}-\frac{\operatorname{Re} \Pi_{H}\left(-i m_{H} ; \bar{\mu}\right)}{m_{H}^{2}}\right]$
$-\frac{g_{0}^{2} m_{A}^{2}}{4 m_{W}^{2}}\left[1+\frac{\delta g_{2}^{2}(\bar{\mu})}{g_{0}^{2}}+\frac{\operatorname{Re} \Pi_{W}^{(T)}\left(-i m_{W} ; \bar{\mu}\right)}{m_{W}^{2}}-\frac{\operatorname{Re} \Pi_{A}\left(-i m_{A} ; \bar{\mu}\right)}{m_{A}^{2}}\right]$
$+\frac{\lambda_{L}(\bar{\mu})}{2}\left[\frac{\delta g_{2}^{2}(\bar{\mu})}{g_{0}^{2}}+\frac{\operatorname{Re} \Pi_{W}^{(T)}\left(-i m_{W} ; \bar{\mu}\right)}{m_{W}^{2}}\right]$,
where $\delta g_{2}^{2}(\bar{\mu})=g_{2}^{2}(\bar{\mu})-g_{0}^{2}$. The constant $g_{0}^{2}$ is related to the Fermi constant $G_{\mu}$ as $g_{0}^{2}=4 \sqrt{2} G_{\mu} m_{W}^{2}$ and the Fermi constant is defined in terms of the muon lifetime [177,178.
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[^0]:    ${ }^{1}$ It is not to say that fermionic particles have no impact on the potential. On the contrary, it is the Yukawa coupling of the top quark which is mainly responsible for the shape of the Higgs potential at large $\phi$ in the Standard Model.

[^1]:    ${ }^{1}$ The changes are $g^{\prime 2} \rightarrow g_{1}^{2}, g^{2} \rightarrow g_{2}^{2}, g_{Y}^{2} \rightarrow h_{t}^{2}, \Lambda \rightarrow \bar{\mu}$ and $\gamma \rightarrow \gamma_{E}$.

[^2]:    ${ }^{1}$ This leads to a misleading notation with $\lambda_{\mathrm{L}(\text { arge })}$ to be smaller than $\lambda_{\mathrm{S}(\text { mall })}$. However, we stay with this convention used in the literature.

[^3]:    ${ }^{2}$ The integral evaluated using the delta function is always the one over the momentum where there is no corresponding $n_{i}$ factor.

[^4]:    ${ }^{3}$ If it were only a local minimum we would live in an unstable vacuum. However, if the global minimum is very far away and our vacuum thus very long lived, i.e. of the order of the age of the universe, we speak of a meta-stable vacuum

